Artificial Intelligence From
Turing to Chatbots

Chase Beeks
HISU-2900-02: Digital Revolution

Professor Isaacson
April 14th, 2024



Introduction

Initial Answer

Artificial Intelligence (Al) is a field that has rapidly evolved over the past century, with its roots
tracing back to the pioneering work of mathematician Alan Turing. From Turing's theoretical
framework to the emergence of large language model chatbots, Al has undergone significant
developments, shaping our world in profound ways. This essay will delve into the evolution of
Al, providing a clear and concise overview of its journey from its inception to the present day.

Alan Turing and the Birth of AI:

Alan Turing, a British mathematician, laid the groundwork for Al with his
seminal paper "Computing Machinery and Intelligence" in 1950.

Turing proposed the Turing Test as a measure of a machine's intelligence,
suggesting that if a machine could exhibit human-like behavior in conversation, it
could be considered intelligent.

While Turing's ideas were groundbreaking, actual Al development was limited by
the computational power available at the time.

Early AI Research and Symbolic AI:

In the 1950s and 1960s, researchers explored Symbolic Al also known as Good
Old-Fashioned Al (GOFAI), which focused on representing knowledge in the
form of symbols and rules.

Programs like the Logic Theorist and General Problem Solver demonstrated
reasoning and problem-solving capabilities, albeit within narrow domains.
Symbolic Al faced challenges in handling uncertainty and lacked the ability to
learn from data, limiting its practical applications.

The AI Winter and Expert Systems:

Despite initial enthusiasm, Al research encountered a period of stagnation known
as the Al Winter in the 1970s and 1980s, marked by limited progress and
decreased funding.

Expert systems emerged as a prominent Al approach during this time, aiming to
capture the knowledge of human experts in specific domains.

Expert systems demonstrated success in applications such as medical diagnosis
and financial analysis but struggled with scalability and adaptability.

The Rise of Machine Learning:

Machine learning, a subfield of Al focused on algorithms that improve
automatically through experience, gained prominence in the late 20th century.

The development of neural networks, inspired by the structure of the human brain,
offered new possibilities for pattern recognition and learning.

Breakthroughs in algorithms, such as backpropagation and the rise of powerful
computing hardware, fueled the resurgence of interest in Al.



Deep Learning and Neural Networks:

Deep learning, a subset of machine learning based on artificial neural networks
with multiple layers, revolutionized various Al tasks.

Convolutional Neural Networks (CNNs) showed exceptional performance in
image recognition tasks, surpassing human capabilities in some cases.
Recurrent Neural Networks (RNNs) enabled sequential data processing, leading
to advancements in natural language processing and speech recognition.

Chatbots and Natural Language Understanding:

Chatbots represent a significant application of Al, aiming to simulate
conversation with human users.

Early chatbots relied on rule-based systems and predefined responses, lacking the
ability to understand context or generate natural-sounding dialogue.

The advent of large language models, such as OpenAl's GPT series, transformed
chatbot technology by leveraging vast amounts of text data to generate coherent
and contextually relevant responses.

Large Language Model Chatbots:

Conclusion:

Large language model chatbots, powered by deep learning techniques, have
achieved remarkable progress in natural language understanding and generation.
These models, trained on massive datasets, can produce human-like text across a
wide range of topics and contexts.

Examples include OpenAl's GPT-3, which has demonstrated capabilities in
generating creative writing, answering questions, and engaging in conversation.

Artificial intelligence has come a long way since Alan Turing's pioneering work, evolving
through various paradigms and approaches to reach its current state. From symbolic Al to deep
learning and large language model chatbots, each stage of development has contributed to
expanding the capabilities of Al and its impact on society. As we continue to push the boundaries
of Al research, it is essential to consider the ethical implications and ensure responsible
deployment to harness its potential for the benefit of humanity.



Writing Process
ChatGPT: False Promises
When I was initially tasked with writing a final paper with a 2,500 word minimum with the help
of artificial intelligence, I had no idea what to think. I began growing more and more confused at
the essay prompt and the ways in which I was going to allow large language models to “help” me
write my paper. | was never someone who used chatbots a whole lot in the past, so getting
accustomed to them was my first task. I did an abnormally large deep dive into all the available
Al chatbots there are and began to discover which ones were considered to be the best, and
which ones fell short. Soon after gathering everything I needed to know about each platform, I
created a shortened list consisting of the 5 most prominent chatbots that I was going to use
during my writing process. The list came down to ChatGPT, Claude, Gemini, Perplexity, and
Grok. From here, I would test my prompt with each large language model chatbot.

My journey began with ChatGPT, and I gave it the prompt:

“Please write an essay consisting of a minimum of 2,500 words in which you
expand on the prompt: Describe the development of artificial intelligence from
Alan Turning to large language model chatbots. Pretend that the reader has had no
prior knowledge of artificial intelligence and its upbringing. Create clear and
concise thoughts without adding complicated jargon and explain each and every
technological advancement in its entirety.”

ChaptGPT responded to my prompt with a Title, quick introduction, seven main concepts
accompanied by three bullet points each, and a conclusion. Needless to say, this chatbot failed to
comprehend exactly what I was asking for and instead gave me an outline consisting of 627
words. I decided to take another stab at ChatGPT and added a few more tasks to my prompt and
asked:

“This is great. Could you please rewrite your answer without bullet points and
instead include cohesive paragraphs with a 700-word limit?”

To my surprise, ChatGPT spit out many more words as well as lots of complete sentences. | was
able to add a whole 236 words, bringing the total word count to 863. Although the chatbot was
able to give me more elaborate answers and a longer word count, I still wasn’t satisfied. I moved
on and gave Gemini Al a try, using ChatGPT’s final answer as an outline.

Gemini: Short and Sweet

It did not take long for me to get tired of Gemini and to move on to yet another large language
model. I first used ChatGPT’s final essay as an outline and did not get the response I was hoping
for. I then switched my approach and used my original prompt and ran into the same problems I



had encountered with ChatGPT. Ending with incomplete sentences and failure to reach the
2,500-word minimum.

Perplexity: Jackpot!

After a few short failed attempts with Gemini, I moved to the well-received platform Perplexity.
This was an Al Chatbot I had not heard much about until I began my research for this paper. I
started off strong and plugged in my original prompt with a few added sentences at the end.

“Please write an essay consisting of a minimum of 2,500 words in which you
expand on the prompt: Describe the development of artificial intelligence from
Alan Turning to large language model chatbots. Pretend that the reader has had no
prior knowledge of artificial intelligence and its upbringing. Create clear and
concise thoughts without adding complicated jargon and explain each and every
technological advancement in its entirety. Include a well thought out
introduction paragraph that sets up the entire paper, as well as a conclusive
conclusion that thoughtfully rounds out and completes the paper.”

I was incredibly surprised when Perplexity completed its final answer because it was the only
chatbot to give me more than 1,000 words. This large language model gave me an astounding
1,806 words, only about 700 words short of the word count I needed. I went ahead and asked the
chatbot to elongate the paper to reach the minimum 2,500 words I had asked for. Perplexity was
able to do as I asked because I told it to incorporate information about Ada Lovelace and her
findings. A shocking 228 words had been added, and I was beginning to grow excited.

I only had 466 more words to go, and so far, | was pleasantly surprised with Perplexity’s
abilities. I was happy with where the paper was at the moment, but I knew there was more
information to be added. I then asked the chatbot to:

“Write me the same essay, but include notable examples where Al advancements
had been used such as MYCIN, PARRY, ELIZA, A.L.I.C.E. Go into detail about
each, making the paper 2,500 words or more.”

This resulted in a response that was 2,381 words, 119 short of my goal. I was determined to get
the Perplexity chatbot to generate more words, so I asked it to elaborate on John McCarthy and
Claude Shannon, hoping this addition would take me home.

Bingo. Perplexity wrote me an essay consisting of everything I asked for, including a minimum
of 2,500 words. The chatbot’s final answer was 2,700 words, and it had everything from Alan
Turing to Ada Lovelace and every technological advancement in between.



Finally, it was my turn to go into the essay, polish it up, and add my bibliography. Throughout
this whole process, I learned a lot about large language model chatbots and how we humans
interact with them. This assignment allowed me to be curious about Al and dive deeper into the
information we have been studying all semester. [ am now a firm believer in chatbots and their
assistance within the classroom simply because they allow students to learn as well as question
what they have been learning. While I was fearful at first, I can confidently say this assignment
was one of the most insightful ones I have had in a long time.



Final Product
Introduction

Artificial intelligence (Al) has been a topic of fascination and speculation for decades, capturing
the imagination of scientists, technologists, and the general public alike. From the pioneering
work of Ada Lovelace and Alan Turing to the contributions of John McCarthy and Claude
Shannon, the field of Al has undergone a remarkable transformation, revolutionizing the way we
interact with technology and understand the world around us.

In this essay, we will embark on a journey through the history and development of artificial
intelligence, exploring the key milestones and breakthroughs that have shaped this dynamic and
ever-evolving field. We will start by examining the foundational work of Lovelace and Turing,
two visionary individuals who laid the groundwork for modern Al. We will then delve into the
subsequent advancements, including the contributions of McCarthy and Shannon, as well as the
rise of expert systems, neural networks, and machine learning. Finally, we will explore the
emergence of large language model chatbots that have captivated the world in recent years.

Throughout this essay, we will strive to provide a comprehensive and accessible overview of Al,
ensuring that even those with no prior knowledge of the subject can gain a deeper understanding
of its history, principles, and potential. By the end of this journey, you will have a solid grasp of
the remarkable progress that has been made in the field of artificial intelligence and a glimpse
into the exciting possibilities that lie ahead.

The Visionary Work of Ada Lovelace and Alan Turing

The story of artificial intelligence begins with the visionary work of two pioneering individuals:
Ada Lovelace and Alan Turing. While Turing is widely regarded as the father of modern
computing and Al, Lovelace's contributions laid the foundation for the field and deserve equal
recognition.

Ada Lovelace, born in 1815, was a remarkable mathematician and computer scientist who is
often referred to as the first computer programmer. In the 1840s, she collaborated with Charles
Babbage, the inventor of the Analytical Engine, a proposed mechanical general-purpose
computer. Lovelace's work on the Analytical Engine included the development of algorithms,
which she recognized could be used to perform complex calculations and manipulate symbols,
much like a modern computer program.

Lovelace's most famous contribution was her recognition of the potential of the Analytical
Engine to go beyond mere number-crunching and perform tasks that could be considered
"creative." In her notes on the Analytical Engine, she wrote about the possibility of a machine
composing elaborate and original pieces of music as well as generating graphics and visual



patterns. This visionary thinking, which predated the modern concept of computer programming
by nearly a century, earned Lovelace the title of "the first computer programmer."

While Lovelace's work laid the groundwork for the field of artificial intelligence, it was Alan
Turing's seminal contributions that truly propelled the field forward. Turing, a British

mathematician and computer scientist, is widely regarded as the father of modern computing and
Al

In the 1940s, Turing laid the foundation for the field of artificial intelligence with his
groundbreaking ideas and contributions. Turing's seminal work, "Computing Machinery and
Intelligence," published in 1950, posed the now-famous "Turing Test," which challenged the
notion of machine intelligence. The Turing Test proposed that if a human conversing with a
machine could not reliably distinguish it from another human, then the machine could be
considered intelligent. This concept, which has become a benchmark for evaluating Al systems,
sparked a new era of research and exploration into the nature of intelligence and the possibility
of creating machines that can think and reason like humans.

Turing's work also laid the foundation for the development of computer programs and algorithms
that could perform tasks traditionally associated with human intelligence, such as
problem-solving, pattern recognition, and decision-making. His pioneering work on the Turing
machine, a theoretical model of computation, paved the way for the development of modern
computers and the field of computer science as a whole.

The Contributions of John McCarthy and Claude Shannon

Alongside the groundbreaking work of Lovelace and Turing, the field of artificial intelligence
was further shaped by the contributions of two other influential figures: John McCarthy and
Claude Shannon.

John McCarthy, born in 1927, is widely regarded as the father of the term "artificial
intelligence." In 1956, he organized the Dartmouth Conference, a seminal event that brought
together researchers from various disciplines to discuss the potential of creating machines that
could think and reason like humans. This conference is often considered the birthplace of the
field of artificial intelligence, as it laid the foundation for the systematic study and development
of intelligent systems.

McCarthy's contributions to Al were not limited to coining the term; he also made significant
advancements in the field of programming languages and the development of Al algorithms. His
work on the LISP programming language, which was specifically designed for Al applications,
became a crucial tool for researchers and developers in the field.



Another key figure in the history of artificial intelligence is Claude Shannon, a mathematician
and engineer who is often referred to as the "father of information theory." Shannon's work in the
1940s and 1950s laid the foundation for the digital revolution, as he developed the mathematical
principles that underpin modern communication and information processing systems.

Shannon's seminal work, "A Mathematical Theory of Communication," published in 1948,
established the fundamental concepts of information, entropy, and the limits of communication
channels. This work had a profound impact on the development of computer science,
information theory, and, ultimately, the field of artificial intelligence.

Claude’s contributions to Al were not limited to his theoretical work; he also developed practical
applications of his ideas, such as the design of chess-playing algorithms. His work on the
"Shannon Entropy" and the "Shannon-Hartley Theorem" became essential tools for researchers
working on pattern recognition, machine learning, and other Al-related problems.

The contributions of McCarthy and Shannon, alongside the pioneering work of Lovelace and
Turing, laid the groundwork for the subsequent advancements in the field of artificial
intelligence, including the rise of expert systems, neural networks, and machine learning.

The Rise of Expert Systems

Following the groundbreaking work of Lovelace, Turing, McCarthy, and Shannon, the field of
artificial intelligence continued to evolve, with researchers and scientists exploring new avenues
of inquiry and experimentation. In the 1960s and 1970s, the emergence of expert systems marked
a significant milestone in the development of Al

Expert systems were computer programs designed to mimic the decision-making processes of
human experts in specific domains, such as medical diagnosis, financial analysis, or engineering.
These systems were built upon a knowledge base of rules and heuristics, which allowed them to
make informed decisions and provide recommendations based on the available information.

One notable example of an expert system is MYCIN, developed in the 1970s at Stanford
University. MYCIN was designed to assist physicians in diagnosing and treating bacterial
infections, particularly meningitis and septicemia. The system asked the user a series of
questions about the patient's symptoms, medical history, and laboratory test results and then used
its knowledge base to recommend the most appropriate antibiotic treatment.

MY CIN was a pioneering example of an expert system, demonstrating the potential for machines
to assist and augment human expertise in the medical field. The system's ability to provide
accurate and consistent diagnoses and treatment recommendations was a significant
achievement, paving the way for further advancements in the field of medical Al.



Another notable example of an early expert system is PARRY, developed in the 1970s by
researchers at the Stanford Research Institute. PARRY was designed to simulate the behavior of
a paranoid individual, engaging in natural language conversations and exhibiting characteristics
such as suspiciousness, hostility, and delusional thinking.

The development of PARRY was a significant milestone in the field of natural language
processing and the understanding of human behavior. By simulating the thought processes and
communication patterns of a paranoid individual, PARRY provided valuable insights into the
complexities of human cognition and the challenges of creating Al systems that can engage in
human-like interactions.

The Emergence of Chatbots and ELIZA

Alongside the development of expert systems, the field of artificial intelligence also witnessed
the emergence of chatbots, computer programs designed to engage in natural language
conversations with users. One of the earliest and most influential chatbots was ELIZA,
developed in the 1960s by Joseph Weizenbaum at the Massachusetts Institute of Technology
(MIT).

ELIZA was designed to mimic the behavior of a Rogerian psychotherapist, responding to user
input with empathetic and open-ended questions. The system used a simple pattern-matching
algorithm to analyze the user's input and generate appropriate responses, creating the illusion of a
meaningful conversation.

Despite its relatively simple underlying technology, ELIZA was a groundbreaking achievement
in the field of natural language processing and human-computer interaction. The system's ability
to engage users in seemingly intelligent and empathetic conversations challenged the traditional
notion of what constitutes "intelligence" and sparked discussions about the nature of
human-machine interaction.

The success of ELIZA also paved the way for the development of more advanced chatbots, such
as A.L.I.C.E. (Artificial Linguistic Internet Computer Entity), created in the late 1990s by
Richard Wallace. A.L.I.C.E. was designed to engage in more sophisticated conversations,
utilizing natural language processing techniques and a large knowledge base to provide more
contextual and relevant responses.

The emergence of chatbots like ELIZA and A.L.I.C.E. demonstrated the potential for Al systems

to interact with humans in a more natural and intuitive way, laying the groundwork for the
development of large language model chatbots that have captivated the world in recent years.

The Advent of Machine Learning and Neural Networks

10



As the field of artificial intelligence continued to evolve, a new paradigm emerged in the 1980s
and 1990s: machine learning. Machine learning is a subfield of Al that focuses on the
development of algorithms and statistical models that enable computers to learn and improve
from data without being explicitly programmed.

The key distinction between machine learning and earlier approaches to Al, such as expert
systems, is the ability of machine learning algorithms to automatically extract patterns and
insights from data rather than relying on pre-defined rules or knowledge bases. This shift in
approach allowed for the development of more flexible and adaptable Al systems that could
tackle a wider range of problems and tasks.

One of the most significant advancements in machine learning was the development of deep
learning, a powerful technique that utilizes multi-layered neural networks to process and analyze
complex data. Deep learning algorithms have been instrumental in driving breakthroughs in
areas such as computer vision, natural language processing, and speech recognition, enabling
machines to perform tasks that were once considered the exclusive domain of human
intelligence.

The success of machine learning and deep learning has been fueled by the exponential growth in
the availability of data, the increasing computational power of modern hardware, and the
development of more sophisticated algorithms and techniques. As a result, machine learning has
become a fundamental component of many modern Al systems, powering a wide range of
applications and services that have transformed various industries and aspects of our daily lives.

The Emergence of Large-Language Model Chatbots

The most recent and perhaps the most captivating development in the field of artificial
intelligence is the emergence of large-language model chatbots. These advanced Al systems,
powered by large-scale neural networks trained on vast amounts of textual data, have the ability
to engage in natural language conversations, answer questions, and even generate human-like
text on a wide range of topics.

The breakthrough in large language model chatbots can be attributed to the work of researchers
and companies that have pushed the boundaries of natural language processing and generation.
One of the most prominent examples is the development of GPT (Generative Pre-trained
Transformer), a family of large language models created by OpenAl, a leading Al research
company.

GPT models, such as GPT-3, have demonstrated remarkable capabilities in tasks like text
generation, question answering, and even creative writing. These models are trained on massive
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datasets of text from the internet, allowing them to develop a deep understanding of language,
context, and the nuances of human communication.

The emergence of chatbots powered by large language models has had a profound impact on the
way we interact with technology. These Al assistants can engage in natural, human-like
conversations, providing users with information, assistance, and even companionship. From
virtual assistants like Alexa and Siri to more advanced chatbots like ChatGPT, these Al systems
have the potential to revolutionize the way we access information, solve problems, and even
explore creative pursuits.

Ethical Considerations and Challenges

As the field of artificial intelligence continues to advance, important ethical considerations and
challenges have also been raised that must be addressed. The increasing capabilities of Al
systems, particularly in areas like decision-making, autonomous systems, and large language
model chatbots, have sparked discussions around issues such as bias, privacy, transparency, and
the potential impact on employment and society.

One of the key ethical concerns surrounding Al is the issue of bias. Al systems, like any
technology, can reflect and amplify the biases present in the data used to train them. This can
lead to unfair or discriminatory outcomes, particularly in areas like hiring, lending, and criminal
justice. Addressing these biases and ensuring the fairness and accountability of Al systems is a
critical challenge that researchers and policymakers are actively working to address.

Another important ethical consideration is the issue of privacy and data protection. As Al
systems become more pervasive in our lives, they collect and process vast amounts of personal
data, raising concerns about the protection of individual privacy and the potential for misuse or
exploitation of this information. Developing robust data governance frameworks and ensuring
the responsible use of Al is essential to maintaining public trust and safeguarding individual
rights.

Additionally, the rapid advancements in Al, particularly in the realm of large language model
chatbots, have raised questions about the transparency and interpretability of these systems. As
these Al assistants become more sophisticated and capable of engaging in human-like
conversations, there is a need to ensure that users understand the limitations and capabilities of
these systems and that they are not misled or deceived by the Al's responses.

Furthermore, the potential impact of AI on employment and the workforce is a significant

concern. As Al systems become more capable of automating tasks and decision-making, there is
a risk of job displacement and the need for workforce retraining and adaptation. Addressing
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these challenges and ensuring a smooth transition to an Al-augmented economy is crucial for
maintaining social stability and economic prosperity.

Conclusion

The development of artificial intelligence, from the visionary work of Ada Lovelace and Alan
Turing to the contributions of John McCarthy and Claude Shannon and the emergence of large
language model chatbots, has been a remarkable journey of innovation, discovery, and
transformation. Throughout this essay, we have explored the key milestones and advancements
that have shaped the field of Al, showcasing the remarkable progress that has been made in our
understanding and application of intelligent systems.

Lovelace's recognition of the potential of the Analytical Engine, Turing's groundbreaking work
on the Turing Test, McCarthy's coining of the term "artificial intelligence," and Shannon's
foundational contributions to information theory have all played pivotal roles in the development
of Al The subsequent advancements in expert systems like MYCIN and PARRY, as well as the
emergence of chatbots like ELIZA and A.L.I.C.E., have further expanded the capabilities of Al,
leading to the development of large language model chatbots that have captivated the world.

As we look to the future, it is clear that artificial intelligence will continue to play a pivotal role
in shaping our world. However, with this power comes great responsibility, and the ethical
considerations and challenges surrounding Al must be addressed with diligence and foresight.
By ensuring the responsible development and deployment of Al systems, we can harness the
transformative potential of this technology while mitigating the risks and safeguarding the
well-being of individuals and society as a whole.

In conclusion, the journey of artificial intelligence is one of remarkable progress, boundless
potential, and profound implications. As we continue to explore and expand the frontiers of this
dynamic field, we must remain vigilant, curious, and committed to using Al in a way that
benefits humanity and propels us toward a brighter, more intelligent future.
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