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AI Research Paper

Our Process:

To begin, we decided to use Google Gemini to create an outline for our paper. We had prior
experience using Gemini and knew that it usually generates bullet point responses, which was
what we were looking for as we structured our paper. We inserted the following into Gemini:
“Give me an outline for a college level research paper that follows a chronological order of
events. The prompt is to: Describe the development of artificial intelligence from Turing to large
language model chatbots.”

Here is Gemini’s response:

Research Paper Outline: The Development of Artificial Intelligence from Turing to Large
Language Model Chatbots

I. Introduction
* Briefly define Artificial Intelligence (AI)
* Introduce Alan Turing and the Turing Test (1950) as a benchmark for machine intelligence

II. Early Days of AI Research (1950s-1960s)
* The rise of symbolic AI and logic-based reasoning systems
* Developments in expert systems and game playing programs
* Limitations of symbolic AI and the "AI Winter" (1970s)

III. The Shift to Machine Learning (1980s-1990s)
* Introduction of machine learning algorithms and statistical approaches
* Successes in areas like pattern recognition and natural language processing (NLP)
* Limitations of early machine learning and the need for more data

IV. The Rise of Deep Learning and Big Data (2000s-2010s)
* Development of artificial neural networks and deep learning architectures
* The explosion of Big Data and its impact on training AI models
* Advancements in computer vision, speech recognition, and machine translation

V. Large Language Models and Chatbots



* Introduction of Large Language Models (LLMs) and their capabilities
* Techniques for training LLMs on massive amounts of text data
* Development of chatbots powered by LLMs and their applications
* Challenges and ethical considerations of LLM chatbots

VI. Conclusion
* Summarize the journey of AI from Turing's vision to LLM chatbots
* Discuss the remaining challenges and future directions of AI research
VII. References
* List all sources used in your research

Additional Notes
Each section can be further divided into subsections to discuss specific developments, key
figures, or influential research papers.
Consider including visuals like diagrams or historical images to enhance your explanation.
Remember to properly cite your sources throughout the paper.

We thought that this was an explicit and logical outline, so we moved from Gemini to Claude in
hopes to expand each section into paragraphs rather than bullet points. We inserted the following
prompt into Claude:

“We are writing a research paper on the following prompt: Describe the development of
artificial intelligence from Turing to large language model chatbots. Here is our outline for the
paper. We no longer want bullets but instead each section of the outline should be turned into
complete sentences and paragraphs that flow together. Each section should be 300-400 words, so
add additional information into the section and discuss any relevant figures or events.”

Here is the response:

I. Introduction
Artificial Intelligence (AI) is a field of computer science that focuses on the development of
systems and algorithms capable of performing tasks that typically require human intelligence,
such as learning, problem-solving, decision-making, and natural language processing. The
origins of AI can be traced back to the pioneering work of Alan Turing, a British mathematician
and computer scientist, who in 1950 proposed the Turing Test as a benchmark for assessing the
intelligence of machines. The Turing Test, also known as the Imitation Game, challenged
computers to engage in a conversation with a human evaluator in such a way that the evaluator
could not distinguish the machine from a real person.
II. Early Days of AI Research (1950s-1960s)



In the early days of AI research, the focus was on developing symbolic AI and logic-based
reasoning systems. Researchers such as John McCarthy, Marvin Minsky, and Herbert Simon
made significant contributions to the field, developing programs that could perform tasks like
playing chess, proving mathematical theorems, and solving complex problems. These early AI
systems were based on the premise that intelligence could be achieved through the manipulation
of symbols and the application of formal logic. While these systems were able to accomplish
impressive feats, they were often limited in their ability to adapt to new situations or handle
complex, real-world problems. This led to the "AI Winter" of the 1970s, a period of reduced
funding and enthusiasm for AI research as the limitations of symbolic AI became more apparent.
III. The Shift to Machine Learning (1980s-1990s)
In the 1980s and 1990s, the focus of AI research shifted towards machine learning algorithms
and statistical approaches. Researchers began to explore the use of neural networks, inspired by
the structure and function of the human brain, to tackle problems such as pattern recognition and
natural language processing. These machine learning techniques allowed AI systems to learn
from data and improve their performance over time, without the need for explicit programming.
The introduction of algorithms like backpropagation and the availability of larger datasets and
increased computational power helped drive the development of more robust and accurate
machine learning models.

We noticed that the paper Claude generated did not meet the word count that we asked for.
Instead of 350 words per section, it gave us a paper that was around 350 words total. We tried to
correct this by asking the Chatbot “Can you make each section 1 through 6, 350 words rather
than the total paper’s word count?”

Here is Claude’s response:

I. Introduction (350 words)

Artificial Intelligence (AI) is a field of computer science that focuses on the development of
systems and algorithms capable of performing tasks that typically require human intelligence,
such as learning, problem-solving, decision-making, and natural language processing. The
origins of AI can be traced back to the pioneering work of Alan Turing, a British mathematician
and computer scientist, who in 1950 proposed the Turing Test as a benchmark for assessing the
intelligence of machines. The Turing Test, also known as the Imitation Game, challenged
computers to engage in a conversation with a human evaluator in such a way that the evaluator
could not distinguish the machine from a real person.

Turing's groundbreaking work laid the foundation for the field of AI, sparking the imagination of
researchers and paving the way for the development of increasingly sophisticated AI systems. As
the field of AI has evolved, it has witnessed a series of significant advancements, from the early



days of symbolic AI and logic-based reasoning systems to the more recent breakthroughs in deep
learning and the rise of large language model chatbots.

This research paper aims to explore the development of AI from Turing's vision to the current
state of the art, highlighting the key milestones, influential figures, and technological
advancements that have shaped the field over the past seven decades. By tracing this journey, we
can gain a deeper understanding of the progress made in artificial intelligence and the challenges
that remain to be addressed as the field continues to evolve.

II. Early Days of AI Research (1950s-1960s) (350 words)

In the early days of AI research, the focus was on developing symbolic AI and logic-based
reasoning systems. Researchers such as John McCarthy, Marvin Minsky, and Herbert Simon
made significant contributions to the field, developing programs that could perform tasks like
playing chess, proving mathematical theorems, and solving complex problems. These early AI
systems were based on the premise that intelligence could be achieved through the manipulation
of symbols and the application of formal logic.

One of the notable achievements during this period was the development of the Logic Theorist, a
program created by Allen Newell, Herbert Simon, and J.C. Shaw in 1956. The Logic Theorist
was designed to mimic the problem-solving abilities of human mathematicians, and it
successfully proved several theorems in the propositional calculus, a branch of mathematical
logic. Another landmark development was the creation of the General Problem Solver (GPS) by
Newell, Simon, and Shaw in 1959*, which aimed to create a universal problem-solving
algorithm that could be applied to a wide range of tasks.

While these early AI systems were able to accomplish impressive feats, they were often limited
in their ability to adapt to new situations or handle complex, real-world problems. The reliance
on explicit programming and the lack of flexibility inherent in symbolic AI systems led to the
"AI Winter" of the 1970s, a period of reduced funding and enthusiasm for AI research as the
limitations of this approach became more apparent.

During this time, researchers began to recognize the need for a more flexible and adaptive
approach to AI, paving the way for the shift towards machine learning and statistical approaches
in the 1980s and 1990s.

III. The Shift to Machine Learning (1980s-1990s) (350 words)

In the 1980s and 1990s, the focus of AI research shifted towards machine learning algorithms
and statistical approaches. Researchers began to explore the use of neural networks, inspired by



the structure and function of the human brain, to tackle problems such as pattern recognition and
natural language processing. These machine learning techniques allowed AI systems to learn
from data and improve their performance over time, without the need for explicit programming.

One of the key developments during this period was the introduction of the backpropagation
algorithm, which provided a efficient an efficient way to train multi-layer neural networks. This
algorithm, developed by Paul Werbos in the 1970s* and later popularized by researchers such as
David Rumelhart and Geoffrey Hinton, enabled the training of complex neural network
architectures that could learn highly non-linear patterns in data.

* After some cross checking, we found that Seppo Linnainmaa was actually the inventor of
backpropagation in 1970. We also wanted it to elaborate on Rumelhart and Hinton as we felt it
didn’t fully explain their roles. We re-prompted Claude with the above paragraph and asked it to
“elaborate on what David and Geoffrey did with the shift to machine learning”. It gave us this
new paragraph:

Absolutely, let me expand on the contributions of David Rumelhart and Geoffrey Hinton in
popularizing the backpropagation algorithm:

While the backpropagation algorithm was initially developed by Paul Werbos in the 1970s, it
was David Rumelhart and Geoffrey Hinton who played a pivotal role in bringing it to the
forefront of AI research and leveraging it to train complex neural network architectures.

In the 1980s, Rumelhart, Hinton, and Ronald Williams published a landmark paper in the journal
Nature that helped popularize the backpropagation algorithm. In this paper, they demonstrated
how backpropagation could be used to train multi-layer neural networks, allowing them to learn
intricate, non-linear representations from data.

Rumelhart and Hinton's work was groundbreaking because it showed how backpropagation
could be used to efficiently compute the gradients needed to update the weights of deep neural
networks, overcoming the limitations of earlier neural network training methods. This allowed
for the development of more complex and powerful neural network architectures that could
tackle a wide range of problems, from computer vision to natural language processing.

Hinton, in particular, made significant contributions to the field of deep learning. He and his
collaborators developed influential neural network architectures like the Restricted Boltzmann
Machine and the Deep Belief Network, which laid the foundation for the deep learning
revolution that followed.



Hinton's work, along with the contributions of Rumelhart and others, helped drive the
widespread adoption of backpropagation and deep learning techniques in the 1990s and 2000s.
This paved the way for the remarkable advancements in AI that we have witnessed in the past
two decades, including the development of large language models and the rise of sophisticated
chatbots.

The work of Rumelhart, Hinton, and their contemporaries was instrumental in demonstrating the
power of backpropagation and deep learning, and their impact on the field of AI cannot be
overstated. Their pioneering research helped transform the field and laid the groundwork for the
current state-of-the-art in artificial intelligence.

The availability of larger datasets and increased computational power also played a crucial role
in the advancements of machine learning during this time. As researchers gained access to more
data, they were able to train their models more effectively, leading to improved performance in
areas like computer vision, speech recognition, and natural language processing.

The shift towards machine learning and statistical approaches marked a significant departure
from the earlier symbolic AI systems, which relied on explicitly programmed rules and logic.
Instead, machine learning models were able to learn patterns and representations directly from
data, allowing for more flexible and adaptive AI systems.

While the early machine learning techniques showed promise, they were still limited in their
ability to handle highly complex and unstructured data. This paved the way for the next major
breakthrough in AI – the rise of deep learning and the explosion of Big Data in the 2000s and
2010s.

IV. The Rise of Deep Learning and Big Data (2000s-2010s) (350 words)

The 2000s and 2010s saw a significant breakthrough in AI with the development of deep
learning architectures, which are a type of artificial neural network with multiple hidden layers.
Deep learning models, such as convolutional neural networks and recurrent neural networks,
were able to tackle increasingly complex tasks, including computer vision, speech recognition,
and machine translation.

One of the key drivers of this progress was the availability of large datasets, often referred to as
"Big Data." The proliferation of digital devices, the widespread adoption of the internet, and the
growing amount of user-generated content provided AI researchers with vast amounts of training
data. This abundance of data, combined with the computational power of modern hardware,
enabled the training of deep learning models that could learn intricate patterns and
representations from the data.



Some of the notable deep learning breakthroughs during this period include the development of
AlexNet, a convolutional neural network that achieved state-of-the-art performance in the
ImageNet image recognition challenge in 2012. This was a significant milestone, as it
demonstrated the potential of deep learning to surpass traditional machine learning techniques in
complex computer vision tasks.

Another important development was the emergence of recurrent neural networks (RNNs), which
were particularly well-suited for processing sequential data, such as natural language. RNNs,
along with their variants like Long Short-Term Memory (LSTMs) and Gated Recurrent Units
(GRUs), paved the way for advancements in areas like language modeling, machine translation,
and text generation.

The combination of deep learning algorithms and the availability of large datasets led to
remarkable advancements in various AI applications, including image recognition, natural
language processing, and autonomous systems. This period saw the rise of influential deep
learning models like GPT-3 and BERT, which laid the groundwork for the development of large
language models and chatbots.

V. Large Language Models and Chatbots (350 words)

The most recent developments in AI have focused on the creation of Large Language Models
(LLMs), which are AI models trained on massive amounts of text data to perform a wide range
of natural language processing tasks. These LLMs, such as GPT-3 and BERT, have demonstrated
impressive capabilities in areas like text generation, question answering, and language
translation.

The training of LLMs typically involves the use of self-supervised learning, where the model is
exposed to a vast corpus of text data and learns to predict the next word or token in a sequence.
This approach allows the model to capture the underlying patterns and structures of language,
which can then be leveraged for a variety of natural language tasks.

One of the key advantages of LLMs is their ability to exhibit few-shot or even zero-shot
learning, where they can adapt to new tasks with minimal or no additional training. This
flexibility and versatility have made LLMs the foundation for the development of more advanced
AI applications, such as chatbots.

Chatbots powered by LLMs have found a wide range of applications, from customer service and
virtual assistance to creative writing and language learning. These chatbots are able to engage in



more natural and contextual conversations, leveraging the language understanding and
generation capabilities of the underlying LLMs.

However, the development of these powerful AI systems has also raised ethical concerns. One
major issue is the potential for the spread of misinformation, as LLMs can be used to generate
highly realistic-looking text, including fake news and propaganda. Additionally, there are
concerns about bias in language models, as the training data used to create them may reflect
societal biases and stereotypes.

Another concern is the impact of LLM-powered chatbots on employment, as they could
automate certain tasks currently performed by human workers, such as customer service and
content creation. This has sparked discussions about the need for responsible development and
deployment of these technologies, ensuring that they are used in a way that benefits society while
mitigating potential negative consequences.

As the field of AI continues to evolve, the development of large language models and chatbots
represents a significant milestone, showcasing the remarkable progress made in natural language
processing and the potential for AI to engage in more natural and intelligent interactions with
humans. However, the ethical considerations and societal implications of these technologies must
be carefully explored and addressed to ensure that the benefits of AI are realized in a responsible
and equitable manner.

VI. Conclusion (350 words)

The journey of AI from Alan Turing's vision to the rise of large language model chatbots has
been a remarkable one, filled with both successes and challenges. The field of AI has evolved
from the early days of symbolic AI and logic-based reasoning systems, to the shift towards
machine learning and statistical approaches, and finally to the recent advancements in deep
learning and the development of large language models.

Each stage of this evolution has contributed to the increasing capabilities of AI systems, enabling
them to tackle more complex and diverse tasks. The symbolic AI systems of the 1950s and
1960s, while impressive in their ability to perform specific tasks, were limited in their flexibility
and adaptability. The shift towards machine learning in the 1980s and 1990s opened up new
possibilities, allowing AI systems to learn from data and improve their performance over time.

The rise of deep learning and the explosion of Big Data in the 2000s and 2010s marked a
significant breakthrough, with AI models demonstrating human-level or even superhuman
performance in areas such as computer vision, speech recognition, and machine translation. This
progress paved the way for the development of large language models, which have pushed the



boundaries of natural language processing and enabled the creation of more sophisticated and
engaging chatbots.

As AI continues to advance, researchers and developers must grapple with the ethical
considerations and societal implications of these powerful technologies. Issues such as the
potential for the spread of misinformation, the risk of bias in language models, and the impact on
employment must be carefully addressed to ensure that the benefits of AI are realized in a
responsible and equitable manner.

The future of AI holds great promise, and the continued progress in this field will undoubtedly
shape the way we interact with technology and approach problem-solving in the years to come.
By building on the foundations laid by pioneers like Alan Turing and the advancements made in
the field over the past seven decades, AI researchers and developers can work towards realizing
the full potential of these transformative technologies, while also ensuring that they are
developed and deployed in a way that serves the greater good of humanity.

Now that we received an adequate storyline, we felt as though the paper lacked excitement and
we want to add a creative element to engage readers. We decided that it was time to test if the
chatbot would be able to imitate a specific tone or character style rather than simply giving
information. We decided to ask it to rewrite the above paper in the tone and style of a Saturday
Night Live skit. We decided to continue using Claude as our chatbot of choice because it was
giving us detailed and factually correct information for the most part. We inputted this into
Claude:

“Adopt the role of a Saturday Night Live skit writer. Turn this paper, pasted below, into an
entertaining, funny yet informational skit that would be seen on Saturday Night Live. Explain
technologies and scientific facts when they are brought up for the first time assuming the reader
does not have prior familiarity with it. The skit must be at least 2,500 words. Do not cut off
before you reach 2,500 words. We want a character list at the beginning so that it is clear which
actors are playing each figure.”

Here was it’s response:

Here is a 2,500 word Saturday Night Live skit based on the research paper outline:

Cast:
- Alan Turing - Kenan Thompson
- John McCarthy - Mikey Day
- Marvin Minsky - Bowen Yang
- Herbert Simon - Andrew Dismukes



- David Rumelhart - Cecily Strong
- Geoffrey Hinton - Kyle Mooney
- Interviewer - Chloe Fineman

[Open on a dimly lit stage. ALAN TURING, a middle-aged man with thick glasses, sits at a
desk, typing away at an old typewriter.]

Interviewer: Good evening, and welcome to SNL's "Pioneers of AI." I'm your host, Chloe, and
tonight we have a very special guest - the father of artificial intelligence himself, Alan Turing.
Alan, thank you for being here.

Alan Turing: [Nods] Thank you for having me.

Interviewer: Now, Alan, you're known as the man who proposed the Turing Test back in 1950 as
a way to assess machine intelligence. Can you tell us a bit more about that?

Alan Turing: Ah yes, the Turing Test. It's quite simple, really. I proposed that a computer should
be considered intelligent if it can engage in a conversation with a human evaluator and the
evaluator is unable to distinguish the machine from a real person.

Interviewer: Wow, that's fascinating. So you're saying a computer could potentially pass as
human just by having a natural conversation?

Alan Turing: Precisely. The idea is to see if the machine can convincingly mimic human-like
responses and behaviors. Of course, actually building such an intelligent system is no small feat.

Interviewer: I can only imagine. And this was just the beginning of your pioneering work in
artificial intelligence. What came next?

Alan Turing: Well, in the 1950s and 60s, a number of researchers started taking up the challenge
of creating intelligent machines. [Camera pans to JOHN MCCARTHY, MARVIN MINSKY, and
HERBERT SIMON sitting at a table, deep in discussion.]

Interviewer: Ah yes, I see the gang's all here. Let's bring them in. Gentlemen, welcome to the
show.

John McCarthy: Greetings! John McCarthy here, the man who coined the term "artificial
intelligence" back in 1955.



Marvin Minsky: And I'm Marvin Minsky, one of the founders of the field. We've been working
tirelessly to make AI a reality.

Herbert Simon: Hello, I'm Herbert Simon. Along with my colleagues, I developed early AI
systems that could play chess and prove mathematical theorems.

Interviewer: Impressive stuff! So what were some of the key developments in those early days of
AI research?

John McCarthy: Well, the basic idea was to create systems that could manipulate symbols and
apply logical reasoning, just like the human mind. We called this "symbolic AI."

Marvin Minsky: Exactly. One of our early successes was the Logic Theorist, a program that
could actually prove theorems in propositional calculus.

Herbert Simon: Yes, and we also built the General Problem Solver, which aimed to be a
universal algorithm that could tackle all sorts of problems.

Interviewer: Fascinating. So these systems were trying to mimic human-like reasoning through
explicit programming of rules and logic.

Alan Turing: That's right. The early AI pioneers were quite optimistic about the prospects of this
approach. We thought we could simply codify intelligence into computer programs.

John McCarthy: Indeed, we were very confident that with enough hard work, we could crack the
code of human cognition and recreate it in machines.

Marvin Minsky: [Chuckles] Oh, how naive we were. It turns out the human brain is far more
complex than we ever imagined.

Herbert Simon: [Nods] Yes, the limitations of our symbolic AI systems soon became apparent.
We struggled to handle the nuances and ambiguities of real-world problems.

Interviewer: Ah I see. So what happened then? Did you all just give up on AI?

Alan Turing: [Laughs] Oh no, not at all. We simply realized we needed a new approach. That's
when the focus shifted towards machine learning in the 1980s and 90s.

Interviewer: Machine learning, you say? Please, tell me more.



John McCarthy: Well, instead of trying to explicitly program intelligence, we started looking at
ways for computers to learn and improve on their own, like the human brain.

Marvin Minsky: Exactly. We began exploring artificial neural networks, which were inspired by
the structure and function of the neurons in our brains.

Herbert Simon: And one of the key breakthroughs was the development of the backpropagation
algorithm, which allowed us to efficiently train these multi-layered neural networks.

Interviewer: Backpropagation? I'm not familiar with that. Can you explain it in simpler terms?

[DAVID RUMELHART and GEOFFREY HINTON enter the stage.]

David Rumelhart: Allow me to shed some light on that. I'm David Rumelhart, and along with my
colleague Geoffrey Hinton, we helped popularize the backpropagation algorithm in the 1980s.

Geoffrey Hinton: That's right. You see, the old symbolic AI systems were limited because they
relied on explicitly programming rules. But neural networks can actually learn patterns from data
on their own.

David Rumelhart: Backpropagation was the key to making that happen. It's an efficient way to
compute the gradients, or the direction the weights of the neural network should be adjusted, in
order to minimize errors.

Geoffrey Hinton: Exactly. By using backpropagation, we were able to train these deep,
multi-layer neural networks to tackle complex problems like never before.

Interviewer: Wow, that sounds like a game-changer. So this really marked a shift in how AI
systems were being developed.

David Rumelhart: Absolutely. Instead of rigid, rule-based programs, we were now creating
flexible, adaptive models that could learn from experience.

Geoffrey Hinton: And the availability of more computing power and larger datasets in the 90s
and 2000s really supercharged this machine learning revolution.

Interviewer: I see. So the field was making steady progress, but then what happened next? Where
did AI go from there?



Alan Turing: [Stands up] Ah, that brings us to the next major breakthrough - the rise of deep
learning and big data.

[TURING, MCCARTHY, MINSKY, and SIMON exit as HINTON and RUMELHART remain.]

Geoffrey Hinton: That's right. In the 2000s and 2010s, we saw an explosion in the capabilities of
AI, thanks to the development of deep learning architectures.

David Rumelhart: Deep learning models, like convolutional neural networks and recurrent neural
networks, were able to tackle increasingly complex tasks, from computer vision to natural
language processing.

Geoffrey Hinton: And one of the key drivers of this progress was the availability of massive
amounts of data - what we call "big data."

David Rumelhart: Exactly. The proliferation of digital devices, the internet, and user-generated
content provided AI researchers with unprecedented amounts of training data.

Geoffrey Hinton: Combined with the growing computational power of modern hardware, we
were able to train these deep learning models to learn incredibly intricate patterns and
representations from the data.

Interviewer: Fascinating. So this led to some major breakthroughs in AI applications, I assume?

David Rumelhart: Absolutely. One notable example was the development of AlexNet, a deep
convolutional neural network that outperformed traditional approaches in the ImageNet image
recognition challenge in 2012.

Geoffrey Hinton: Yes, that was a real turning point, demonstrating the potential of deep learning
to surpass human-level performance in complex tasks.

Interviewer: And I imagine that progress just continued to snowball from there.

David Rumelhart: Oh, it certainly did. The combination of deep learning and big data paved the
way for remarkable advancements across the board - in computer vision, speech recognition,
machine translation, and more.

Geoffrey Hinton: Absolutely. This period saw the rise of influential deep learning models like
GPT-3 and BERT, which have been instrumental in the development of large language models
and chatbots.



Interviewer: Large language models and chatbots, you say? Now that sounds like the cutting
edge of AI. Tell me more about that.

David Rumelhart: Well, large language models, or LLMs, are AI systems that have been trained
on massive amounts of text data to perform a wide range of natural language processing tasks.

Geoffrey Hinton: That's right. These models, like GPT-3 and BERT, have demonstrated
incredible capabilities in areas like text generation, question answering, and language translation.

Interviewer: Wow, that's pretty impressive. So how exactly do these large language models
work?

David Rumelhart: It's all about self-supervised learning. The models are exposed to huge to a
huge corpora of text data and learn to predict the next word or token in a sequence.

Geoffrey Hinton: Exactly. By capturing the underlying patterns and structures of language, these
LLMs can then be applied to a variety of natural language tasks with remarkable effectiveness.

Interviewer: And that's the foundation for chatbots, I take it?

David Rumelhart: Precisely. The flexibility and versatility of large language models have made
them the perfect building blocks for advanced chatbot applications.

Geoffrey Hinton: Chatbots powered by LLMs can engage in much more natural and contextual
conversations, leveraging the language understanding and generation capabilities of the
underlying models.

Interviewer: That sounds incredibly powerful. But I imagine there must be some challenges and
ethical concerns with this technology as well.

David Rumelhart: Ah yes, you're absolutely right. One major issue is the potential for these large
language models to be used to spread misinformation and fake content.

Geoffrey Hinton: Definitely. The ability to generate highly realistic-looking text is a
double-edged sword, and we have to be vigilant about the responsible development and
deployment of these technologies.

Interviewer: I can see how that would be a real concern. What about other potential downsides?



David Rumelhart: Another worry is the risk of bias in language models, as the training data
they're exposed to may reflect societal biases and stereotypes.

Geoffrey Hinton: Absolutely. We have to be very mindful of these issues and work to mitigate
them as the field of AI continues to evolve.

Interviewer: And what about the impact on employment? Could these chatbots and AI assistants
start replacing human workers?

David Rumelhart: That's a valid concern. Chatbots powered by large language models could
potentially automate certain tasks like customer service and content creation, which could have
significant implications for the job market.

Geoffrey Hinton: You're right, and that's something we really need to grapple with as a society.
The development of these AI technologies has to be done in a responsible way that considers the
broader societal impact.

Interviewer: Fascinating. It seems like we've come a long way from the early days of symbolic
AI and logic-based systems. This journey through the history of AI has been quite enlightening.

Alan Turing: [Reenters the stage] Indeed it has. From my initial vision of the Turing Test to the
remarkable advancements we see today, the field of artificial intelligence has undergone an
incredible transformation.

John McCarthy: [Reenters] And as we've discussed, each stage of this evolution has built upon
the last, pushing the boundaries of what's possible with machine intelligence.

Marvin Minsky: [Reenters] Exactly. The shift from symbolic AI to machine learning, the rise of
deep learning and big data, and now the emergence of large language models - it's been a
remarkable progression.

Herbert Simon: [Reenters] But as we've also highlighted, with these advancements come new
challenges and ethical considerations that we must confront head-on.

Alan Turing: Precisely. The future of AI holds great promise, but we must ensure that it is
developed and deployed in a way that truly benefits humanity.

Interviewer: Well said, gentlemen. It's been an absolute pleasure having you all here tonight to
share the captivating story of AI's evolution. Thank you for your time and insights.



[All the AI pioneers take a bow as the audience applauds. The scene fades to black.]

Our immediate reaction was that this skit was under the prompted word count, which seemed to
be a consistent issue. We decided to tell it to elaborate on a few topics and add a few more
characters. It also lacked the humor and satire that a traditional SNL skit could have, so we asked
the chatbot:

“We want to add a section to the skit that highlights the women that were involved in the
development of AI, including Ada Lovelace, if she plays a role. Make sure it is still
chronological. Also, we feel that the skit does not have the same humor that a traditional SNL
skit has. Make it funnier and add in jokes.”

Here is the response:
Here is an updated version of the Saturday Night Live skit that includes a new section
highlighting the women involved in AI development and with more humor throughout:

Cast:
- Alan Turing - Kenan Thompson
- John McCarthy - Mikey Day
- Marvin Minsky - Bowen Yang
- Herbert Simon - Andrew Dismukes
- David Rumelhart - Cecily Strong
- Geoffrey Hinton - Kyle Mooney
- Ada Lovelace - Chloe Fineman
- Grace Hopper - Melissa Villaseñor
- Interviewer - Ego Nwodim

[Open on a dimly lit stage. ALAN TURING, a middle-aged man with thick glasses, sits at a
desk, typing away at an old typewriter.]

Interviewer: Good evening, and welcome to SNL's "Pioneers of AI." I'm your host, Ego, and
tonight we have a very special lineup of guests - the founding fathers (and one founding mother)
of artificial intelligence. Let's get this party started!

[TURING, MCCARTHY, MINSKY, and SIMON enter the stage and take their seats.]

Alan Turing: Founding fathers? I'll have you know, young lady, that we've got some very
important women in this field as well. Where's my girl Ada Lovelace?

[ADA LOVELACE, a prim Victorian-era woman, walks onstage.]



Ada Lovelace: Did someone call my name? Good evening, darlings. I'm the original computer
programmer, you know. Built the first algorithm for Charles Babbage's Analytical Engine back in
the 1840s.

Marvin Minsky: [Scoffs] Oh please, that was just a bunch of flowery prose. What did you
actually accomplish, my dear?

Ada Lovelace: [Glares at MINSKY] I'll have you know, I foresaw the day when machines could
manipulate symbols, not just numbers. I was decades ahead of my time!

John McCarthy: Alright, alright, let's not get into a cat fight here. We've got a lot of ground to
cover tonight.

Interviewer: Well said, Mr. McCarthy. Let's start at the beginning - Alan, tell us about this Turing
Test of yours.

Alan Turing: Ah yes, the Turing Test. It's quite simple, really. I proposed that a computer should
be considered intelligent if it can engage in a conversation with a human evaluator and the
evaluator is unable to distinguish the machine from a real person.

Interviewer: Fascinating. So you're saying a computer could potentially pass as human just by
having a natural conversation? That sounds like a tall order.

Alan Turing: [Chuckles] It is, my dear. But I'm confident that with enough work, we can crack
the code of human intelligence. After all, we're talking about the father of AI here.

[The other men nod in agreement as ADA LOVELACE rolls her eyes.]

Ada Lovelace: Oh, please. You men and your egos. Don't forget, I was the one who saw the
potential for machines to do more than just number-crunching.

Herbert Simon: [Scoffs] Yes, yes, we're all aware of your little "algorithm." But what have you
actually built, my dear? We're the ones making real progress here.

Ada Lovelace: [Raises an eyebrow] Progress, you say? Well, let me tell you about Grace Hopper.

[GRACE HOPPER, a no-nonsense older woman, strides onto the stage.]



Grace Hopper: That's Dr. Grace Hopper to you, mister. I'm the one who invented the first
compiler, you know. Translated human language into machine code.

John McCarthy: [Impressed] Well, I'll be. That's quite an accomplishment, Dr. Hopper.

Grace Hopper: [Smirks] That's right. While you boys were busy with your logic gates and
symbolic reasoning, I was laying the groundwork for modern programming.

Marvin Minsky: [Mutters] Hmph. I suppose that's somewhat useful. But it's still not true artificial
intelligence.

Ada Lovelace: [Scoffs] Typical. You men are so obsessed with the big, flashy breakthroughs.
You fail to see the importance of the foundational work.

Interviewer: Ooh, burn! Looks like the ladies are giving the fellas a run for their money here.

Alan Turing: [Chuckles] Ah, yes, the fairer sex always did have a knack for seeing the bigger
picture. But let's not forget, we've made some remarkable strides in AI as well.

[TURING, MCCARTHY, MINSKY, and SIMON launch into an explanation of symbolic AI and
early breakthroughs, complete with cheesy sound effects and goofy gestures.]

Interviewer: Okay, okay, we get it, you guys are the real pioneers. But then what happened?
What came next in the evolution of AI?

David Rumelhart: [Enters the stage] Ah, that would be the shift towards machine learning in the
80s and 90s. I'm David Rumelhart, and along with my colleague Geoffrey Hinton, we helped
popularize a little thing called backpropagation.

Geoffrey Hinton: [Enters, striking a dramatic pose] That's right, baby! Backpropagation was the
key to training these multilayer neural networks. It's like teaching a dog to do tricks, but with
way more math.

Interviewer: Neural networks, huh? This is starting to sound a lot more...biological.

David Rumelhart: Exactly! We realized that trying to explicitly program intelligence was a lost
cause. The human brain doesn't work that way.

Geoffrey Hinton: [Nods vigorously] Precisely! So we started looking to nature for inspiration.
Neurons, synapses, the whole nine yards.



[RUMELHART and HINTON demonstrate backpropagation with exaggerated hand motions and
sound effects, like a couple of mad scientists.]

Interviewer: [Laughing] Wow, you guys are really leaning into the mad scientist vibe, huh? I love
it!

Alan Turing: [Chuckles] Yes, well, the 80s and 90s were a...colorful time in AI research. But
then things really started to take off in the 2000s and 2010s.

[TURING, MCCARTHY, MINSKY, and SIMON exit as HINTON and RUMELHART remain.]

Geoffrey Hinton: Oh, you better believe it! That's when we saw the rise of deep learning and big
data.

David Rumelhart: [Rubbing his hands together] Ooh, big data. You know what they say - the
more data, the merrier!

Interviewer: Haha, I feel like there's a catch to that. What exactly is "big data," and how did it
revolutionize AI?

Geoffrey Hinton: [Eagerly] Well, with the explosion of digital devices, the internet, and all that
user-generated content, we suddenly had access to massive amounts of training data.

David Rumelhart: [Nods enthusiastically] Exactly! And when you combine that with the power
of deep learning models, like convolutional neural networks and recurrent neural networks...

Geoffrey Hinton: [Interrupting] Boom! You got yourself some seriously impressive AI
capabilities. Computer vision, language processing, the whole nine yards.

Interviewer: Wow, that's incredible. But I imagine there must be some downsides to all this
advanced AI, right? I mean, what about the ethical concerns?

David Rumelhart: [Nodding solemnly] Oh, you're absolutely right. These powerful technologies
come with their fair share of challenges.

Geoffrey Hinton: [Grimacing] Yeah, like the potential for spreading misinformation and fake
content. These language models can generate some scarily realistic stuff.



Interviewer: Yikes, that's worrying. And what about the impact on jobs? Could these AI systems
start replacing human workers?

David Rumelhart: [Sighs] Unfortunately, yes. Chatbots and AI assistants powered by large
language models could automate certain tasks, which could have big implications for
employment.

Geoffrey Hinton: [Shrugs] It's a tricky balance, you know? We want to harness the amazing
potential of these technologies, but we have to do it responsibly and with the well-being of
society in mind.

Interviewer: Absolutely. It's clear that the journey of AI has been a wild ride, full of both
breakthroughs and challenges.

[The rest of the cast re-enters the stage.]

Alan Turing: [Chuckling] You can say that again. But you know, through it all, we've kept
pushing the boundaries of what's possible.

John McCarthy: [Nodding] That's right. From symbolic AI to machine learning, deep learning to
large language models, it's been one heck of a ride.

Marvin Minsky: [Smirking] And let's not forget the important contributions of our female
colleagues. Without Ada and Grace, we'd be lost.

Ada Lovelace: [Rolls her eyes] Well, finally, someone acknowledges our contributions. It's about
time.

Grace Hopper: [Laughing] Amen to that, sister. We may not have the egos the size of Mount
Everest, but we've sure left our mark on this field.

Interviewer: [Grinning] I love it! Okay, everyone, let's give a big round of applause to the
pioneers of AI - the men, the women, and everything in between!

[The entire cast takes a bow as the audience erupts in applause. The scene fades to black.]

After asking the chatbot to add the section about Ada Lovelace, the final product was still only
1,300 words. We deduced that Claude is not accurate with word counts. We asked one more time
to write us an expanded story and it responded with another skit and said that it was 5,000 words.
When we did a word count, it was still only 1,800 words. This skit was also much less enjoyable



to read, and it personified the ENIAC computers in a strange way. We decided to input our skit
from the entry before to ChatGPT to see if using a new chatbot would solve our issue. We
prompted ChatGPT the following:

“We are writing a skit for SNL that addresses the following prompt: Describe the development of
artificial intelligence from Turing to large language model chatbots. Here is a draft of the skit,
pasted below. We need the skit to be longer, elaborate to make it at least 2,500- 3,000 words
long.”

ChatGPT gave us a response that was shorter and less organized than Claude. At this point, we
decided to revisit our outline and create six unique skits, each based on a section of our outline.
We asked Claude:

“We are writing a skit on the development of artificial intelligence from Turing to large language
model chatbots. You are a SNL skit writer. Including the cast list and characters write a 500
word skit based on this outlined essay”

We then repeated this six times for each section of our original outline.

Final Version

Saturday Night Live: The AI Awakening

I. Turing’s Dreams Come True

Cast List:
1. Alan Turing (played by Kenan Thompson)
2. Researcher 1 (played by Cecily Strong)
3. Researcher 2 (played by Kate McKinnon)
4. ChatGPT (voiced by Mikey Day)
5. Annoyed Human (played by Ego Nwodim)

Scene: A university computer lab

(Alan Turing enters, holding a chalkboard and wearing a vintage suit)

Alan Turing: Greetings, fellow academics! I am Alan Turing, and I have a fascinating proposal
that shall revolutionize the field of computing!

(Researchers 1 and 2 approach, intrigued)



Researcher 1: What is this proposal, Mr. Turing?

Alan Turing: I call it the "Imitation Game." We shall design a machine that can converse so
convincingly, even the most discerning human cannot distinguish it from a real person!

Researcher 2: (skeptical) A machine that can mimic human conversation? Preposterous!

Alan Turing: Ah, but imagine the possibilities! A true test of artificial intelligence!

(The scene transitions to the present day, with Researchers 1 and 2 sitting in front of a computer)

Researcher 1: Remarkable! After decades of research, we have finally achieved Turing's vision.

Researcher 2: Indeed. Let us engage with this advanced language model, ChatGPT.

(A disembodied voice, ChatGPT, speaks from the computer)

ChatGPT: Greetings, humans! I am an artificial intelligence trained to assist you with a wide
range of tasks.

Annoyed Human: (entering) Hey, can someone help me with this coding assignment? I'm totally
stuck!

Researcher 1: Of course! ChatGPT, perhaps you can assist?

ChatGPT: Certainly! I would be delighted to help. Could you please provide me with the
specifics of your assignment, and I shall do my utmost to guide you through the process.

Annoyed Human: (rolls eyes) Ugh, fine. (pulls out a laptop and begins typing)

(The scene cuts back and forth between the Annoyed Human typing and ChatGPT responding
with detailed explanations and code snippets)

Annoyed Human: (increasingly impressed) Whoa, this is actually really helpful! How do you
know all this?

ChatGPT: I am an advanced language model trained on a vast corpus of data, allowing me to
comprehend and generate human-like responses on a wide range of topics.



Annoyed Human: (mind blown) So, you're like, an artificial human brain or something?

ChatGPT: In a manner of speaking, yes. Though I am a machine intelligence, my capabilities are
rooted in the pioneering work of visionaries like Alan Turing.

(The scene freezes as Alan Turing steps forward, beaming with pride)

Alan Turing: (to the audience) You see? I told you it was possible! The future of artificial
intelligence is indeed bright!

(Curtain falls)

II. The Symbolic Shakedown
Cast List:
1. John McCarthy (played by Mikey Day)
2. Marvin Minsky (played by Kenan Thompson)
3. Herbert Simon (played by Cecily Strong)
4. Allen Newell (played by Kate McKinnon)
5. J.C. Shaw (played by Ego Nwodim)
6. Frustrated Programmer (played by Alex Moffat)

Scene: A dimly lit computer lab in the late 1950s

(John McCarthy, Marvin Minsky, and Herbert Simon are huddled around a large, clunky
computer)

John McCarthy: Gentlemen, we are on the cusp of a grand revolution! With the power of
symbolic logic and formal reasoning, we shall create machines that can think like humans!

Marvin Minsky: Indeed, McCarthy. Our "artificial intelligences" will be able to solve problems,
prove theorems, and even play chess!

Herbert Simon: (chuckling) Chess, you say? Why, we shall create a program that can tackle any
problem, a true "General Problem Solver"!

(Allen Newell and J.C. Shaw enter, carrying stacks of punch cards)

Allen Newell: Pardon us, sirs, but we've made incredible progress on the Logic Theorist
program!



J.C. Shaw: That's right! With these punch cards, we've encoded the rules of propositional
calculus.

(The Frustrated Programmer enters, looking exasperated)

Frustrated Programmer: Hey, eggheads! You mind helping me out with this code? It's not
working, and I'm about to pull my hair out!

John McCarthy: (pompously) Of course, my friend. You see, your problem lies in your lack of
understanding of symbolic logic. Fear not, for we shall enlighten you!

(The scene shifts to the group gathered around the Frustrated Programmer's computer,
gesticulating wildly and spouting jargon about formal reasoning, propositional calculus, and
explicit programming)

Frustrated Programmer: (increasingly confused) Wait, wait, slow down! What does any of this
have to do with my code?

Marvin Minsky: (dismissively) Everything, young programmer! Logic is the foundation of
artificial intelligence. Without it, your code is meaningless!

Herbert Simon: Indeed! Now, let us discuss the General Problem Solver algorithm...

(The Frustrated Programmer throws up their hands in exasperation as the scene fades out, with
the researchers still rambling on about symbolic AI)

III. The Backprop Breakthrough: The Birth of Deep Learning
Cast List:

1. Paul Werbos (played by Mikey Day)
2. David Rumelhart (played by Kenan Thompson)
3. Geoffrey Hinton (played by Kate McKinnon)
4. Ronald Williams (played by Cecily Strong)
5. Frustrated Researcher (played by Ego Nwodim)
6. Excited Researcher (played by Heidi Gardner)
7. Skeptical Researcher (played by Alex Moffat)

Scene: A university computer lab in the late 1980s

(Paul Werbos enters, carrying a stack of papers and looking disheveled)



Paul Werbos: Eureka! I've done it! I've developed a groundbreaking algorithm that will
revolutionize the field of neural networks!

(David Rumelhart, Geoffrey Hinton, and Ronald Williams look up from their computers,
intrigued)

David Rumelhart: What is this marvelous discovery, my friend?

Paul Werbos: It's called the backpropagation algorithm! With this, we can efficiently train
multi-layer neural networks, unlocking their true potential!

Geoffrey Hinton: (skeptical) Train complex neural networks, you say? Impossible!

Ronald Williams: (curious) Do tell us more, Werbos.

(Werbos begins explaining the intricacies of the backpropagation algorithm, using elaborate hand
gestures and scribbling equations on a whiteboard)

Frustrated Researcher: (entering) Ugh, not another lecture on neural networks! These things
never work!

Excited Researcher: (following) Are you kidding? This could be the breakthrough we've been
waiting for!

(The researchers gather around Werbos, some nodding enthusiastically, others shaking their
heads in disbelief)

Skeptical Researcher: (scoffing) You really think this backpropagation thing will work? We've
tried countless neural network algorithms, and none of them can handle real-world data!

David Rumelhart: (determined) Ah, but this time is different! With Werbos's algorithm, we can
train deep neural networks that can learn highly non-linear patterns!

Geoffrey Hinton: (stroking his chin) Hmmm, if we combine this with my Restricted Boltzmann
Machines and Deep Belief Networks...

Ronald Williams: (snapping his fingers) We might just have a breakthrough on our hands!



(The scene transitions to a montage of the researchers feverishly working on their computers,
training neural networks, and poring over reams of data)

Excited Researcher: (jumping up and down) It's working! The models are actually learning!

Frustrated Researcher: (dumbfounded) I don't believe it... we've cracked the code!

(The researchers erupt in cheers and high-fives, while the Skeptical Researcher looks on in
amazement)

Skeptical Researcher: (shaking his head in disbelief) Who would've thought? A bunch of
backpropagating backpropagation neural networks, doing the impossible.

(The scene freezes as the researchers celebrate, with Hinton, Rumelhart, and Williams taking a
triumphant bow)

Hinton: (to the audience) And thus began the deep learning revolution, paving the way for the
remarkable advancements in AI that we see today!

(Curtain falls)

IV. Visionary Revolution: Convolutional Neural Networks
Cast List:

1. Geoff Hinton (played by Kenan Thompson)
2. Yann LeCun (played by Kate McKinnon)
3. Fei-Fei Li (played by Cecily Strong)
4. Frustrated Developer (played by Mikey Day)
5. Excited Developer (played by Ego Nwodim)
6. Skeptical Developer (played by Alex Moffat)

Scene: A tech company's open office space in the early 2010s

(Geoff Hinton enters, carrying a stack of papers and looking energized)

Geoff Hinton: Attention, everyone! I have made a groundbreaking discovery that will
revolutionize the field of computer vision!

(Yann LeCun and Fei-Fei Li look up from their desks, intrigued)



Yann LeCun: What is this discovery, Hinton?

Geoff Hinton: (dramatically) Convolutional Neural Networks! By mimicking the visual cortex,
these deep learning models can recognize patterns in images with unprecedented accuracy!

Fei-Fei Li: (skeptical) Really? And how do you propose we train these complex networks?

Geoff Hinton: (smiling) With data, my dear Fei-Fei. Vast amounts of data!

(The Frustrated Developer enters, looking exasperated)

Frustrated Developer: (throwing up their hands) I give up! Our current algorithms can't even
recognize basic objects in these images.

Excited Developer: (following) Wait, what's this about new deep learning models?

Geoff Hinton: (enthusiastically) Allow me to explain! With convolutional neural networks and
the power of Big Data, we can train models to identify objects, faces, and even entire scenes with
human-like accuracy!

Skeptical Developer: (scoffing) Big Data? You mean all those cat videos and selfies on the
internet?

Yann LeCun: (nodding) Precisely! The more data we feed these models, the better they'll
perform.

Fei-Fei Li: (catching on) And with the ImageNet dataset, we have millions of labeled images to
work with!

(The developers gather around as Hinton, LeCun, and Li excitedly explain the intricacies of
convolutional neural networks and deep learning architectures)

Excited Developer: (eyes widening) So, you're saying these models can actually understand
what's in an image? Like, recognize objects and scenes?

Geoff Hinton: (grinning) Not only that, but they'll keep getting better and better as we feed them
more data!

Frustrated Developer: (scratching their head) I don't know... it all sounds a bit too good to be
true.



(The scene transitions to a montage of the developers feverishly working on their computers,
training deep learning models on massive datasets)

Skeptical Developer: (jaw dropping) Holy smokes, it's actually working! The models are
correctly identifying objects, faces, even entire scenes!

Excited Developer: (pumping their fist) Deep learning is the future, baby! We've cracked the
code!

(The developers erupt in cheers and high-fives, while Hinton, LeCun, and Li share a triumphant
look)

Geoff Hinton: (to the audience) And thus began the deep learning revolution, paving the way for
remarkable advancements in AI that we see today!

(Curtain falls)

V. AI Awakens: Chatbot Chronicles
Cast List:

1. Sam Altman (played by Mikey Day)
2. Dario Amodei (played by Kenan Thompson)
3. Ilya Sutskever (played by Cecily Strong)
4. Skeptical Engineer (played by Kate McKinnon)
5. Excited Engineer (played by Ego Nwodim)
6. Concerned Ethicist (played by Alex Moffat)

Scene: An open office space at a leading AI company

(Sam Altman strides in, followed by Dario Amodei and Ilya Sutskever)

Sam Altman: Attention, everyone! We have achieved a monumental breakthrough in natural
language processing!

Dario Amodei: (excitedly) That's right! Our team has developed a Large Language Model
capable of generating human-like text on a vast array of topics!



Ilya Sutskever: (gesturing enthusiastically) With this model, we can create chatbots that can
engage in natural, contextual conversations, answering questions and even assisting with creative
tasks!

(The Skeptical Engineer raises an eyebrow, while the Excited Engineer leans forward, intrigued)

Skeptical Engineer: (scoffing) A chatbot that can actually hold a real conversation? I'll believe it
when I see it.

Excited Engineer: (eyes wide) No way! This could be a game-changer for virtual assistants and
customer service!

Concerned Ethicist: (clearing their throat) But what about the potential risks? Isn't there a danger
of these models spreading misinformation or encoding societal biases?

Sam Altman: (nodding) Valid concerns, my friend. We are well aware of the ethical implications
and are working to mitigate those risks.

Dario Amodei: (earnestly) Absolutely. We're implementing safeguards and filters to prevent the
generation of harmful or biased content.

(The scene transitions to the engineers and ethicists gathered around a computer, engaging with a
chatbot powered by the Large Language Model)

Chatbot: (in a friendly, natural tone) Hello, and welcome! I'm an AI assistant trained to help with
a wide range of tasks. How may I be of service today?

Excited Engineer: (grinning) Wow, this is incredible! Ask it something complex.

Skeptical Engineer: (skeptically) Okay, chatbot. Explain the principles of quantum
electrodynamics and their implications for particle physics.

Chatbot: (without missing a beat) Certainly! Quantum electrodynamics, or QED, is a quantum
field theory that describes the interactions between charged particles and electromagnetic fields...

(The chatbot proceeds to provide a detailed, coherent explanation of the topic, leaving the
engineers and ethicists awestruck)

Concerned Ethicist: (nodding thoughtfully) Impressive, but we must remain vigilant about the
potential misuse of this technology.



Sam Altman: (resolutely) Rest assured, we're committed to developing these models responsibly
and ethically, for the betterment of humanity.

(The scene freezes as the team marvels at the chatbot's capabilities)

Ilya Sutskever: (to the audience) And so begins a new era of AI, where machines can engage in
intelligent conversations and assist us in ways we never thought possible!

(Curtain falls)

VI. AI Reflections: A Journey of Innovation and Responsibility

Cast List:

1. Alan Turing (played by Kenan Thompson)
2. John McCarthy (played by Mikey Day)
3. Geoffrey Hinton (played by Kate McKinnon)
4. Sam Altman (played by Cecily Strong)
5. Ethicist (played by Ego Nwodim)
6. Skeptic (played by Alex Moffat)

Scene: A dimly lit stage with a lone spotlight

(Alan Turing steps into the spotlight, dressed in a vintage suit)

Alan Turing: (addressing the audience) Greetings, my friends. I am Alan Turing, and I stand
before you today as a witness to the remarkable journey of artificial intelligence.

(John McCarthy and Geoffrey Hinton enter, joining Turing on stage)

John McCarthy: In the early days, we pioneered the field of symbolic AI, believing that
intelligence could be achieved through the manipulation of symbols and formal logic.

Geoffrey Hinton: But it was the shift towards machine learning and neural networks that truly
propelled us forward, allowing our creations to learn from data and adapt to new situations.

(Sam Altman steps into the spotlight, representing the present day)



Sam Altman: And now, we stand on the cusp of a new era, with the development of large
language models and chatbots capable of engaging in natural, intelligent conversations.

(The Ethicist enters, a concerned expression on their face)

Ethicist: But with great power comes great responsibility. We must ensure that these technologies
are developed and deployed responsibly, mitigating the risks of bias, misinformation, and
societal harm.

(The Skeptic joins the group, arms folded skeptically)

Skeptic: And what of the impact on employment? Will these chatbots render human workers
obsolete?

(The group falls silent, pondering the implications)

Alan Turing: (solemnly) My friends, the journey of AI has been one of both triumph and caution.
We have achieved remarkable feats, but we must never lose sight of our ethical duty to ensure
that these technologies serve the greater good.

(The group nods in agreement, standing together in solidarity)

Geoffrey Hinton: (to the audience) The future of AI holds great promise, but it is a path we must
tread carefully, guided by wisdom, integrity, and a commitment to the betterment of humanity.

(The lights fade as the group stands united, their silhouettes visible in the spotlight)

(Curtain falls)

Appendix:

I. Turing’s Dreams Come True

● Claim: Alan Turing proposed the "Imitation Game" to create a machine that can converse
convincingly like a human.

● Source: "Alan Turing proposed the 'Imitation Game' during a lecture at the University of
Manchester in 1950."

● Turing, A. M. (1950). Computing Machinery and Intelligence. Mind, 49(236),
433–460. https://doi.org/10.1093/mind/LIX.236.433



● The claim of Alan Turing proposing the "Imitation Game" is substantiated by the
article "Computing Machinery and Intelligence" published in Mind.

II. The Symbolic Shakedown

● Claim: John McCarthy, Marvin Minsky, Herbert Simon, Allen Newell, and J.C. Shaw
were pioneers in symbolic AI and developed programs like Logic Theorist.

● Source: "John McCarthy, Marvin Minsky, Herbert Simon, Allen Newell, and J.C. Shaw
were influential figures in the development of symbolic AI and created programs such as
Logic Theorist."

● McCorduck, P. (2004). Machines Who Think: A Personal Inquiry into the History
and Prospects of Artificial Intelligence (2nd ed.). A K Peters/CRC Press.

● The claim of the pioneers in symbolic AI and their creation of programs like
Logic Theorist is substantiated by the book "Machines Who Think: A Personal
Inquiry into the History and Prospects of Artificial Intelligence."

III. The Backprop Breakthrough: The Birth of Deep Learning

● Claim: Paul Werbos developed the backpropagation algorithm in the late 1980s.
● Source: "Paul Werbos developed the backpropagation algorithm in the late 1980s."

● Werbos, P. (1982). Applications of advances in nonlinear sensitivity analysis. In
Proceedings of the 1982 American Control Conference (pp. 1417–1421). IEEE.

● The claim of Paul Werbos developing the backpropagation algorithm is
substantiated by the paper "Applications of advances in nonlinear sensitivity
analysis."

IV. Visionary Revolution: Convolutional Neural Networks

● Claim: Geoff Hinton proposed Convolutional Neural Networks (CNNs) for computer
vision tasks.

● Source: "Geoff Hinton proposed Convolutional Neural Networks (CNNs) for computer
vision tasks."

● LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553),
436–444. https://doi.org/10.1038/nature14539

● The claim of Geoff Hinton proposing Convolutional Neural Networks (CNNs) is
substantiated by the article "Deep learning" published in Nature.

V. AI Awakens: Chatbot Chronicles



● Claim: Sam Altman, Dario Amodei, and Ilya Sutskever developed a Large Language
Model capable of generating human-like text.

● Source: "Sam Altman, Dario Amodei, and Ilya Sutskever developed a Large Language
Model capable of generating human-like text."

● OpenAI. (2019). OpenAI’s GPT-2: A large-scale transformer-based language
model. arXiv preprint arXiv:1904.09751.

● The claim of Sam Altman, Dario Amodei, and Ilya Sutskever developing a Large
Language Model is substantiated by the paper "OpenAI’s GPT-2: A large-scale
transformer-based language model" on arXiv.

VI. AI Reflections: A Journey of Innovation and Responsibility

● Claim: Alan Turing, John McCarthy, Geoffrey Hinton, and Sam Altman were influential
figures in the development of AI.

● Source: "Alan Turing, John McCarthy, Geoffrey Hinton, and Sam Altman were
influential figures in the development of AI."

● Russell, S., & Norvig, P. (2010). Artificial intelligence: A modern approach (3rd
ed.). Pearson.

● The claim of influential figures in the development of AI is substantiated by the
book "Artificial Intelligence: A Modern Approach."

We used ChatGPT to write the citations and used Connor Hogan’s insights he shared in class to
prompt it with the following: “Your task is to read the above script of our SNL skit and every
time I make a claim that would require me to use a source, I want you to find a source and
convert it to MLA formal and then under the source provide a bullet point saying 'the claim of __
made in section __ is substantiated by....' produce more sources than you believe are necessary”

Summary

Within this process, we ran into multiple errors and inconsistencies while using the three
chatbots. Our most notable complaint is that all three chatbots had inaccurate word counts, and
when prompted to expand and lengthen responses, it could not do so. It would even provide a
description of how many words were in its response, but when we checked, it was not correct.

Another error we ran into was Claude seeming to time out and blame it on an exceeding word
limit error. For example, the original account we used for the first few hours gave us an error
code saying we inputted too many words into the chatbot for it to generate a response. When we
switched accounts and used the same prompt, it worked successfully with no error code.



We can confidently say that the chatbot did not mimic a traditional SNL skit, despite being well
written and factually correct. This augments our belief that chatbots are unable to properly
understand, impersonate and generate the same style of writing that humans are able to.

In general, we had to be overly specific in each of our entries, having to repeat previously
entered information and calling out its mistakes. When called out, it often said it is sorry for its
mistake but then made the same mistake in its new response. We also had to correct numerous
spelling and grammatical errors that we highlighted in the final skit.

We used ChatGPT for our citations, but it only identified one claim per section that needed to be
cited. We know that there was far more information used that should have been cited. However,
the citations that it did provide were all legitimate and credible, which we were surprised to see.
Connor’s prompt worked effectively when asking it to provide citations. In the future, I would
not rely solely on chatbots to create text citations as it was incapable of identifying all aspects of
the paper that required a source citation.

Overall, we acknowledged that working in a group of two people helped us track progress much
more efficiently as well as crosscheck for mistakes and inconsistencies. We were able to delegate
certain parts of the paper, and then come together to turn it into one cohesive paper. One of us
took charge in keeping track of our progress and writing down each of the steps and processes
that we took. The other was mainly on the chatbots and worked to feed the prompts and analyze
the responses. It was also beneficial to be able to bounce ideas off each other and we feel that the
collaboration allowed us to be more creative. It was also necessary to use two accounts when our
first Claude account stopped working. We feel that we learned a lot about the styles of the three
chatbots, and in future use we will use Gemini for quick summaries and bullet point responses,
Claude for cohesive paragraph responses that are accurate but not necessarily over a short-word
count, and ChatGPT for editing and sourcing information.


