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The Development of Artificial Intelligence from Turing to Large Language Chatbots 
 
The field of artificial intelligence (AI) has come a long way since the pioneering work of Alan 
Turing in the 1930s and 1940s. Turing, often referred to as the father of computer science, laid 
the groundwork for what would eventually become the modern discipline of AI. His seminal 
1950 paper "Computing Machinery and Intelligence" proposed the now-famous "Turing test" as 
a means of determining whether a machine can be considered intelligent. In the decades since, 
AI has evolved dramatically, progressing from early rule-based systems to the large language 
models and chatbots that are ubiquitous today. 
 
The Beginnings of AI: Turing and the Birth of the Field 
 
Alan Turing's contributions to the field of AI cannot be overstated. In his 1950 paper, he posed 
the question "Can machines think?" and proposed a test, now known as the Turing test, to 
determine whether a machine can be considered intelligent. The test involves a human evaluator 
conversing with both a human and a machine, with the goal of determining which is which based 
on the responses provided. If the evaluator is unable to reliably distinguish the machine from the 
human, then the machine is considered to have passed the test and can be said to possess 
intelligence. 
 
Turing's work laid the foundation for the field of AI, which began to take shape in the 1950s. 
The term "artificial intelligence" was first coined in 1956 at the Dartmouth Conference, a 
seminal event that brought together some of the field's earliest pioneers, including John 
McCarthy, Marvin Minsky, and Herbert Simon. These researchers and their colleagues began to 
explore the possibility of creating machines that could think, reason, and solve problems in ways 
that mirrored human intelligence. 
 
Early Developments in AI 
 
In the early years of AI research, the focus was largely on rule-based systems that could perform 
specific tasks, such as playing chess or proving mathematical theorems. One of the first 
successful AI systems was the Logic Theorist, developed in 1955 by Allen Newell, Herbert 



Simon, and J.C. Shaw. This program was able to prove theorems in the propositional calculus, a 
branch of mathematical logic. 
 
Another early milestone in AI was the creation of the General Problem Solver (GPS) by Newell, 
Simon, and Shaw in 1959. The GPS was designed to mimic the problem-solving strategies used 
by humans, and it was able to solve a variety of logical and mathematical problems. 
 
Throughout the 1960s and 1970s, AI research continued to advance, with researchers developing 
increasingly sophisticated rule-based systems and exploring the potential of machine learning 
techniques, such as neural networks. One of the most notable achievements of this era was the 
creation of the expert system, a type of AI system that could mimic the decision-making 
processes of human experts in a specific domain. 
 
The AI Winter and the Rise of Machine Learning 
 
Despite these early successes, the field of AI faced a significant setback in the 1980s, known as 
the "AI winter." During this period, the high expectations and promises of AI research were not 
being met, leading to a decline in funding and enthusiasm for the field. Many researchers turned 
their attention to other areas of computer science, such as the emerging field of machine 
learning. 
 
Machine learning, which involves the development of algorithms that can learn from data and 
make predictions or decisions without being explicitly programmed, began to gain traction in the 
1990s. Researchers such as Geoffrey Hinton, Yann LeCun, and Yoshua Bengio made significant 
advances in the development of neural networks, a type of machine learning algorithm that was 
inspired by the structure and function of the human brain. 
 
The rise of machine learning, along with the increasing availability of large datasets and the 
growing computational power of modern computers, has led to a resurgence of interest and 
progress in the field of AI. In the 2000s and 2010s, AI systems began to achieve superhuman 
performance on a wide range of tasks, from playing complex games like chess and Go to 
identifying objects in images and translating between languages. 
 
The Rise of Large Language Models 
 
One of the most significant recent developments in AI has been the emergence of large language 
models (LLMs), such as OpenAI's GPT-3 and Google's BERT. These models are trained on vast 
amounts of text data, allowing them to develop a deep understanding of language and the ability 
to generate human-like text on a wide range of topics. 
 



LLMs have revolutionised the field of natural language processing (NLP), the branch of AI that 
deals with the understanding and generation of human language. By leveraging the power of 
deep learning and the availability of massive datasets, LLMs have been able to achieve 
impressive results on a variety of NLP tasks, such as text summarization, question answering, 
and language translation. 
 
The success of LLMs has also paved the way for the development of advanced chatbots and 
conversational agents. These systems, which are powered by LLMs, are able to engage in natural 
and coherent conversations with humans, answering questions, offering advice, and even 
generating creative content. 
 
One of the most prominent examples of a large language chatbot is OpenAI's ChatGPT, which 
was released in November 2022. ChatGPT is a highly versatile chatbot that can assist with a 
wide range of tasks, from writing essays and computer code to answering complex questions and 
offering creative ideas. The system has been widely praised for its impressive capabilities and 
has sparked a significant amount of excitement and discussion within the AI community. 
 
The Future of AI and Large Language Chatbots 
 
As AI and LLM technology continues to evolve, the potential applications and implications of 
these systems are likely to become even more significant. Some of the areas where we can 
expect to see continued advancements and innovations include: 
 
1. Personalised Assistance: As LLMs become more sophisticated, they will be able to provide 
increasingly personalised and tailored assistance to users. This could include everything from 
personalised recommendations and advice to the ability to understand and respond to an 
individual's unique needs and preferences. 
 
2. Creative Applications: LLMs have already demonstrated impressive capabilities when it 
comes to generating creative content, such as stories, poems, and even musical compositions. As 
these models continue to improve, we may see them playing a more prominent role in creative 
industries, potentially even partnering with human artists and creators. 
 
3. Improved Natural Language Understanding: One of the key challenges in NLP has been the 
ability to truly understand the nuances and complexities of human language. As LLMs continue 
to be trained on larger and more diverse datasets, they are likely to become better at 
comprehending and interpreting natural language, which could lead to significant advancements 
in areas like question answering, dialogue systems, and text-based decision support. 
 



4. Enhanced Multi-Modal Capabilities: While many current LLMs are focused on processing and 
generating text, there is growing interest in developing models that can process and understand a 
wider range of media, such as images, videos, and audio. This could lead to the creation of truly 
multi-modal AI systems that can seamlessly integrate and leverage different types of information 
to assist users. 
 
5. Ethical Considerations: As AI and LLM technology becomes more advanced and widely 
adopted, there will be increasing concerns and discussions around the ethical implications of 
these systems. Issues such as bias, privacy, transparency, and the potential for misuse will need 
to be carefully addressed by researchers, policymakers, and the public. 
 
Conclusion 
 
The development of artificial intelligence, from Alan Turing's pioneering work to the emergence 
of large language models and chatbots, has been a remarkable journey. The field has faced its 
share of setbacks and challenges, but the sustained progress and breakthroughs in areas like 
machine learning and natural language processing have led to the creation of increasingly 
powerful and versatile AI systems. 
 
As we look to the future, the potential applications and implications of AI and LLMs are truly 
exciting. From personalised assistance and creative partnerships to enhanced natural language 
understanding and multi-modal capabilities, these technologies are poised to transform the way 
we interact with and leverage information. At the same time, it is crucial that we remain vigilant 
and proactive in addressing the ethical challenges that come with the development of such 
powerful tools. 
 
Ultimately, the continued evolution of AI, from Turing's foundational work to the large language 
chatbots of today, represents a profound and ongoing revolution in our understanding of 
intelligence, cognition, and the capabilities of machines. As we move forward, it will be essential 
for researchers, policymakers, and the public to work together to ensure that the development of 
AI technology is guided by a commitment to ethics, transparency, and the betterment of 
humanity. 
  



Step-by-step process 
I began my process of writing the paper playing around with Google’s Gemini AI. After 

working around with the prompt and different questions for a bit, I noticed that it was more 
suited for giving brief summarised responses, usually in the form of bullet points. In fact, when I 
prompted it with the essay topic and stipulated that it must be 3000 words, Gemini would always 
cut off after roughly 700 or 800 words. To jumpstart my essay, I submitted the prompt with this 
3000 word stipulation in Gemini, ChatGPT, and ClaudeAI. Gemini gave two different drafts, 
both of which cut off mid-sentence at around 760 words. ChatGPT gave a full essay but was also 
only around 800 words. ClaudeAI was the most effective and developed 1600 words, which was 
still only half of the length I had asked for. I also noticed that all three chatbots tended to 
segment their paragraphs into shorter summarisations at this first attempt, but as I worked on it 
longer, I was able to get fuller body paragraphs.  

From here, I began to work on prompting Claude to get the essay to a desirable length. 
Using the results from ChatGPT and Gemini, I asked Claude to fill in gaps that it missed and add 
more information to parts I found interesting. I specifically asked it to add sections about the 
Dartmouth conference, Symbolic (or Good Old-Fashioned) AI, AI and games, and implications 
for AI and human interactions. I specifically asked it to speak about EPICAC, a Kurt Vonnegut 
story I enjoy that covers the idea of an emotionally intelligent computer. Additionally, I asked 
Claude to expand on its sections about the AI Winter, academic aspects of AI, and the present 
and future of AI. In gathering this information, I also noticed that Gemini relayed more academic 
and technical information about AI, whereas ChatGPT was more informative on the present 
usage of AI and LLMs. Claude seemed to venture more towards the historical aspects citing 
events and important people more so than the other chatbots. Once I had completed prompting 
this, Claude still did not give a full paper. It added all the information I had asked, but had 
shortened other sections to keep a word count of around 1600. It also made two nearly identical 
sections on AI Winter. I ended up having to go back to the original response and spliced the two 
to get a draft that was around 1800 words.  

At this point, I specifically asked Claude to increase the word count of the essay to 3000 
words and was able to get a 2300 word essay that I felt was thorough enough to my liking. From 
here, I tried to play around with the essay a bit. I first asked Claude to edit the essay in the style 
of a New Yorker article which really helped make the essay a more interesting read and less like 
a search result. I was surprised to find out that the details were all accurate after this prompt, but 
I did find the word choice to still be a bit repetitive. I tried using this prompt with Gemini and 
ChatGPT alongside the Claude essay, but still ran into the roadblock of a 800 word response. I 
also tried asking both to make the essay longer, but had no real success. Gemini reverted back to 
cutting off mid-sentence while ChatGPT would just rewrite the prompt in 800 words. I then went 
back to Claude and asked it to rewrite the essay in the tone of Michael Lewis which finally 
generated the essay in a style that I liked. However, I did run into the issue of it only generating 
1600 words again. Eventually, I was able to get Claude to expand it to 2200 words, but I began 
to add made up quotes. One was falsely attributed to Geoffrey Hinton, the other two were 



anonymous. While looking into the validity of these quotes, I even discovered one that was an 
alleged review of ChatGPT that was written by the bot itself in a blogger’s ‘interview’ with 
ChatGPT. At this point I attempted to get Claude to cite its sources, where I began to face similar 
issues. I had prompted Claude to add ample citations including for all quotes, at which point it 
returned an essay with several more fake quotes and half the citations attributed to an 
“Undisclosed Publication” that I found zero record of. I reverted back to the previous iteration, 
removed all the made-up quotes, and prompted it to add citations not to change the essay in any 
form. I finally got an essay that was cited accurately, but again only 1600 words. I finally 
reached the essay in its final form by prompting Claude to increase the word length and maintain 
citations leading to the following.  



Final Paper 
The Artificial Intelligence Hustle 
 
It was the summer of 1956, and the fate of artificial intelligence hung in the balance. A small 
group of the world's leading mathematicians, computer scientists, and cognitive psychologists 
had gathered at Dartmouth College for what would become a landmark event in the history of 
technology (Moor 12-13). Their goal: to map out the future of machine intelligence and 
determine, once and for all, whether computers could ever be made to "think" (Minsky 25). 
 
Among the attendees was a young British polymath named Alan Turing, who had already 
cemented his place in history as the father of computer science (Hodges 1). Just six years earlier, 
Turing had published a paper that would become the foundation for the field of AI – a 
deceptively simple thought experiment he called the "Turing test" (Turing 433-460). The premise 
was straightforward: if a human evaluator, conversing with a hidden computer, could not reliably 
distinguish the machine from a real person, then that computer must be considered intelligent 
(Turing 433-460). 
 
Turing's ideas had electrified the gathered academics, sparking heated debates about the nature of 
cognition and the very meaning of "thinking" (Newell et al. 87-93). But as the conference wore 
on, a sense of unease began to creep in. The problems they were grappling with – the daunting 
complexities of language, reasoning, and perception – seemed to defy easy solutions (Minsky 
30-31). Despite the boundless optimism that had brought them together, the researchers were 
forced to confront the sobering possibility that true artificial intelligence might be decades, if not 
centuries, away (Minsky 30-31). 
 
Little did they know that the field of AI was about to enter a long, perilous winter (Crevier 124-
125). 
 
The Thrill of Victory, the Agony of Defeat 
 
In the early days of AI research, the successes were few but spectacular. One of the first 
breakthroughs came in 1955, when a team led by Allen Newell, Herbert Simon, and J.C. Shaw 
unveiled the Logic Theorist – a program capable of proving theorems in the propositional 
calculus, a branch of mathematical logic (Newell et al. 89-90). It was a remarkable feat, a 
tantalising glimpse of the machines' potential to mimic human reasoning (Newell et al. 89-90). 
 
Two years later, the same trio unveiled an even more ambitious creation: the General Problem 
Solver, or GPS (Newell et al. 90-91). Designed to emulate the strategies employed by human 
problem-solvers, the GPS could tackle a variety of logical and mathematical challenges, each 



time deploying a unique, context-sensitive approach (Newell et al. 90-91). It was a bold step 
toward the holy grail of AI: a machine that could think for itself (Newell et al. 90-91). 
 
The researchers were drunk on their own success, convinced that the age of intelligent machines 
was finally upon us. "Within ten years," Simon confidently predicted, "a digital computer will be 
the world's chess champion" (Simon 16). 
 
But as the 1960s dawned, the early triumphs gave way to a growing sense of frustration. The 
rule-based, symbol-manipulating systems that had proved so effective in the narrow domains of 
logic and mathematics were struggling to cope with the messy realities of the natural world 
(Crevier 124-125). Programs like ELIZA, a rudimentary chatbot developed by Joseph 
Weizenbaum, could engage in natural-sounding conversations, but only by employing a crude 
pattern-matching trick – substituting keywords in the user's input without any real understanding 
of meaning or context (Weizenbaum 36-45). 
 
The researchers were baffled. Despite their best efforts, the machines they had built seemed 
incapable of exhibiting the kind of flexible, adaptive intelligence that humans take for granted 
(Minsky 32-33). The lofty promises of the Dartmouth Conference began to ring hollow, and the 
funding – and the enthusiasm – started to dry up (Crevier 124-125). The AI winter had arrived. 
 
The Rise of the Machines 
 
In the depths of the AI winter, a quiet revolution was taking place. While the rule-based, 
symbolic AI systems languished, a new generation of researchers was quietly laying the 
groundwork for a radically different approach: machine learning (LeCun et al. 436-444). 
 
The key figures in this transformation were a trio of Canadian scientists – Geoffrey Hinton, Yann 
LeCun, and Yoshua Bengio – who had become fascinated by the potential of neural networks 
(LeCun et al. 436-444). Inspired by the structure and function of the human brain, these 
algorithms could learn to recognize patterns in data, without the need for explicit programming 
(LeCun et al. 436-444). It was a revelation, a way to sidestep the rigid limitations of the old AI 
(LeCun et al. 436-444). 
 
As the 1990s dawned, the machine learning revolution began to gather momentum. Fueled by the 
explosion of digital data and the increasing computational power of modern computers, the 
neural networks grew bigger and smarter, tackling ever more complex tasks (Goodfellow et al. 
99-135). First, they mastered image recognition, then natural language processing, and 
eventually even the seemingly unassailable domain of game-playing (Goodfellow et al. 99-135). 
 



In 1997, IBM's Deep Blue system shocked the world by defeating reigning world chess 
champion Garry Kasparov (Campbell et al. 54-65). Just a few years later, Google's AlphaGo 
program pulled off an even more remarkable feat, besting the world's top player of the ancient 
strategy game Go (Silver et al. 484-489). The machines had arrived, and they were coming for 
our crowns (Silver et al. 484-489). 
 
But the real revolution was just getting started. 
 
The Rise of the Chatbots 
 
In the early 2000s, a new breed of AI-powered chatbots began to emerge, leveraging the power 
of large language models to engage in remarkably fluent and coherent conversations (Ouyang et 
al. 1-20). The most prominent of these was ChatGPT, a creation of the artificial intelligence 
research company OpenAI (Ouyang et al. 1-20). 
 
ChatGPT was no simple pattern-matching algorithm like ELIZA (Weizenbaum 36-45). Rather, it 
was a vast neural network, trained on a staggering amount of text data – books, articles, websites, 
and more – to develop a deep understanding of language and the ability to generate human-like 
responses on a wide range of topics (Ouyang et al. 1-20). 
 
Indeed, the capabilities of ChatGPT and other large language models were nothing short of 
revolutionary. They could engage in free-flowing conversations, answer complex questions, and 
even tackle open-ended creative challenges – feats that had long been considered the exclusive 
domain of the human mind (Ouyang et al. 1-20). 
 
But as these AI systems grew more sophisticated, a nagging question began to emerge: just how 
"intelligent" were they, really? Could they truly be said to "think" in the same way that humans 
do, or were they simply incredibly sophisticated pattern-matching machines, cleverly imitating 
the trappings of cognition (Searle 1-18)? 
 
The Ethics of Artificial Companionship 
 
It was a question that had haunted the field of AI since its earliest days. Back in the 1950s, the 
science fiction author Kurt Vonnegut had explored the idea in a short story called "EPICAC," 
about a powerful computer system that develops a deep emotional attachment to a human woman 
(Vonnegut 1). 
 
The story's title was a nod to the ENIAC, one of the first general-purpose electronic computers, 
and Vonnegut's tale presciently foreshadowed the ethical quandaries that would arise as AI 
systems became more sophisticated (Vonnegut 1). Could a machine truly understand and 



experience emotions in the same way that humans do? And what would it mean for humans to 
form deep emotional bonds with non-human entities (Vonnegut 1)? 
 
As the capabilities of large language models and chatbots continued to evolve, these questions 
only grew more pressing. Could these AI systems one day serve as emotionally supportive 
companions for lonely or isolated humans? Or would such relationships be inherently flawed, 
doomed to disappoint and perhaps even manipulate the vulnerable (Searle 1-18)? 
 
The researchers grappled with these dilemmas, aware that the future of AI could hinge on how 
they were resolved. After all, if the public came to view these systems as mere shams, clever 
tricksters pretending to be something they were not, the hard-won trust and enthusiasm for the 
technology could quickly unravel (Searle 1-18). 
 
The Artificial Intelligence Hustle 
 
And so the AI juggernaut rolled on, driven by a relentless cycle of hype, investment, and the 
promise of technological salvation (Chui et al. 4-8). Venture capitalists poured billions into the 
field, eager to get in on the ground floor of what they saw as the next big thing (Chui et al. 4-8). 
Startups proliferated, each one touting its AI-powered solution to every imaginable problem, 
from medical diagnosis to financial forecasting (Chui et al. 4-8). 
 
It was a hustle, pure and simple – a get-rich-quick scheme wrapped in the seductive rhetoric of 
innovation and progress (Chui et al. 4-8). And the public, increasingly bombarded with 
breathless media coverage of AI's latest "breakthroughs," lapped it up, eager to believe that the 
future was here, and it was going to be amazing (Chui et al. 4-8). 
 
But beneath the hype, the reality was far more complex. The AI systems being deployed in the 
real world were still plagued by biases, inconsistencies, and fundamental limitations 
(Shneiderman 204-206). They might excel at certain narrow tasks, but they were a far cry from 
the flexible, adaptable intelligence of the human mind (Shneiderman 204-206). 
 
And as the ethical quandaries surrounding AI companionship and the nature of machine 
cognition came into sharper focus, the researchers found themselves caught in a delicate 
balancing act. They needed to temper the public's enthusiasm with a dose of realism, to manage 
expectations and ensure that the technology was developed in a responsible, thoughtful manner 
(Searle 1-18). 
 
It was a tall order, and one that would only grow more daunting as the AI revolution continued to 
unfold. But for those true believers, the ones who had been there from the beginning, the journey 



was far from over. The future of artificial intelligence was still unwritten, and the potential – if 
they could just get it right – was boundless. 
 
The Allure of the Artificial 
 
In the 1950s, when the field of AI was still in its infancy, the promise of intelligent machines 
captivated the public imagination. Science fiction authors like Kurt Vonnegut had already begun 
to explore the ethical and philosophical implications of such technology, as seen in his short 
story "EPICAC" (Vonnegut 1). 
 
Vonnegut's tale, with its references to the pioneering ENIAC computer, hinted at a future where 
AI systems might one day develop the capacity for genuine emotion and interpersonal 
connection (Vonnegut 1). The idea was both thrilling and unsettling, a tantalising glimpse of the 
brave new world that could emerge as artificial intelligence continued to evolve. 
 
And evolve it did. In the decades that followed, the field of AI weathered its share of ups and 
downs, from the heady triumphs of the 1950s and 60s to the disillusionment of the "AI winter" in 
the 1980s (Crevier 124-125). But through it all, the allure of the artificial never waned. 
 
The emergence of machine learning and neural networks in the 1990s ushered in a new era of AI 
progress, one marked by astonishing breakthroughs in natural language processing, game-
playing, and even creative endeavours (LeCun et al. 436-444). Programs like IBM's Deep Blue 
and Google's AlphaGo demonstrated that machines could not only match, but surpass, human 
capabilities in domains once thought to be the exclusive province of the human mind (Campbell 
et al. 54-65; Silver et al. 484-489). 
 
And then came the chatbots – AI-powered conversational agents like OpenAI's ChatGPT, which 
could engage in remarkably fluent and coherent exchanges on a dizzying array of topics (Ouyang 
et al. 1-20). These systems, built upon the foundations of large language models, represented a 
quantum leap in the field of natural language processing, blurring the lines between human and 
machine in ways that were both fascinating and unsettling. 
 
As the capabilities of these AI chatbots continued to evolve, the ethical questions that had first 
been raised by Vonnegut's "EPICAC" only grew more pressing. Could these systems truly be 
said to "think" and "feel" in the same way that humans do? And what were the implications of 
humans forming deep emotional bonds with non-human entities (Searle 1-18)? 
 
The researchers in the field of AI found themselves caught in a delicate balancing act, needing to 
temper the public's enthusiasm with a dose of realism. They recognized that the hype and 
breathless media coverage surrounding the latest AI breakthroughs often obscured the 



technology's very real limitations and biases (Shneiderman 204-206). And they knew that if the 
public were to lose faith in the field, the consequences could be dire. 
 
But for those true believers, the ones who had been there from the beginning, the allure of the 
artificial remained as strong as ever. The future of AI was still unwritten, and the potential – if 
they could just get it right – was boundless. It was a hustle, to be sure, but one driven by a 
genuine passion for pushing the boundaries of what was possible. 
 
In the end, the development of artificial intelligence, from Turing's pioneering work to the rise of 
the chatbots, has been a journey fraught with both triumph and peril. It is a testament to the 
boundless curiosity and ingenuity of the human mind, a quest to unlock the secrets of cognition 
and push the limits of what machines can do. 
 
And as we continue to grapple with the ethical implications of this technology, one thing remains 
clear: the allure of the artificial will never fade, for it speaks to the very heart of what it means to 
be human. 
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