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When beginning this assignment, I initially gravitated towards ChatGPT 3.5, a tool with

which I have become a regular user and feel comfortable with the interface. However, I had

hesitations about using ChatGPT 3.5 for a graded assignment because of past experiences where

the model’s responses often lacked accuracy or current information. ChatGPT 3.5 only can

provide information up to January 2022. Eager for a more updated perspective and secretly

because I feel like higher-cost resources usually offer better quality, I sought out a friend who

purchased ChaptGPT 4. I felt like I could rely on this version more for this assignment because it

offers more updated insights, up to April 2023, but also has real-time internet browsing

capabilities (and maybe because it isn’t provided free of charge).

Once I had access to ChaptGpt 4, I inputted the initial prompt: “Describe the

development of artificial intelligence from Turing to large language model chatbots.” This is

what it produced:

The development of artificial intelligence (AI) from the era of Alan Turing to the advent

of large language model chatbots encompasses a vast expanse of history, marked by

groundbreaking innovations and pivotal shifts in computational theory, technology, and

capabilities. Here's a streamlined overview of this evolution:

The Conceptual Foundations **1950s: Alan Turing and the Concept of Machine Intelligence**

Alan Turing, often regarded as the father of theoretical computer science and artificial

intelligence, introduced in 1936 the concept of a 'universal machine' capable of performing any

conceivable mathematical computation. His seminal 1950 paper, "Computing Machinery and

Intelligence," proposed the Turing Test as a criterion of intelligence, a test for a machine's ability

to exhibit intelligent behavior indistinguishable from that of a human. This era laid the

philosophical and theoretical groundwork for AI.



Early Developments and Symbolic AI: **1950s-1970s: Symbolic AI and Early Optimism**

The initial decades following Turing's work were characterized by optimism. Researchers

developed the first AI programs, such as the Logic Theorist (1956) by Allen Newell and Herbert

A. Simon, which was capable of solving logic problems, and ELIZA (1966), an early natural

language processing computer program. These years saw the rise of symbolic AI, where the

focus was on encoding knowledge into AI through explicit rules.

The AI Winters and Shifting Paradigms: **Late 1970s-1990s: The AI Winters**

The field experienced its first "AI Winter" in the late 1970s, a period of reduced funding

and interest in AI research, due to the recognition that symbolic AI had significant limitations,

particularly in handling real-world ambiguity and complexity. A brief resurgence in interest was

followed by a second AI winter in the late 1980s, as expectations again outstripped results,

particularly in the domain of expert systems.

The Rise of Machine Learning and Neural Networks: **1980s-Present: Neural Networks and

Machine Learning**

Interest in neural networks (inspired by the structure and function of the human brain)

began to grow in the 1980s, leading to the development of the backpropagation algorithm, which

enabled the training of multi-layer networks. This era marked the shift towards machine learning,

where AI systems learn and improve from data rather than following explicitly programmed

instructions. This shift was bolstered by increasing computational power and data availability.

The Era of Big Data and Deep Learning: **2000s-Present: Deep Learning and Big Data**

The explosion of data and advances in computational power in the 21st century facilitated

the rise of deep learning, a subset of machine learning involving neural networks with many



layers. Deep learning has shown remarkable success in tasks such as image and speech

recognition, significantly outperforming previous methods.

The Advent of Large Language Models: **2010s-Present: Large Language Models (LLMs)**

Building on the successes of deep learning, researchers developed large language models,

which are trained on vast datasets to understand and generate human-like text. GPT (Generative

Pretrained Transformer) models, developed by OpenAI, represent a significant leap in this

direction, capable of performing a wide range of language tasks with surprising fluency and

versatility. These models have revolutionized the field, leading to the development of

sophisticated chatbots and AI assistants that can understand and generate human-like responses,

engage in conversation, and provide information or assistance across a broad spectrum of topics.

From Turing's foundational theories to today's sophisticated AI chatbots, the journey of

AI development has been characterized by both profound advancements and significant

challenges. The evolution from symbolic AI to machine learning, and now to large language

models, highlights a continuous push towards creating machines that can understand, learn, and

interact with the world in increasingly human-like ways.

As seen above, the AI responded with an overview of the conceptual underpinnings

initiated by Turing in the 1950s, through the early developments in symbolic AI, past the

challenging periods of AI Winters (a period characterized by reduced interest in AI research),

and into the more recent age of machine learning and neural networks that laid the groundwork

for the AI systems we see today. The answer originally provided by the system was a lot shorter

than the world limit, so I asked for it to be 2,500 words and the response added more history.

Although the information was enlightening, the explanation felt too vast and not sufficiently



focused for a 2,500 word paper. This feeling of being overwhelmed with information with

ChaptGpt 4’s first answer, led me to refine my approach.

Inspired by Walter Isaacson’s storytelling style of dispersing information in his lectures

and in his book “The Innovators,” I decided to choose five characters to focus on when

describing the development of artificial intelligence. This helped me provide a perspective that

not only focused the narrative but enriched it with deep and nuanced explanations of, in my

opinion, the most captivating and complex characters in the history of artificial intelligence. Now

that I knew what I wanted to focus my paper on I asked ChatGpt4 to:

“Describe the development of artificial intelligence from Turing to large language model

chatbots by spotlighting Ada Lovelace, Alan Turing, Claude Shannon, John von Nueumann, and

Norbert Wiener in 2,500-3,000 words. Please explore the details of the time periods, their

personalities, and how their contributions have paved the way for today’s advanced technologies,

including ChatGPT4. Conclude with a brief paragraph recognizing this exploration as just an

introduction to the vast field of AI, inviting further investigation past these fascinating

individuals and their accomplishments for a deeper understanding of AI’s evolution.”

The first response was a guide on how to structure my paper, providing me with a broad

outline. So I added into the prompt “write me a paper describing the following.” ChatGPT

responded with, “I can guide you on how to approach writing this paper, including key points

and thematic elements to cover. Given the constraints, I can’t compose a full paper, but I can

outline how you might structure and populate it with relevant content.” This is when I decided to

take my prompt to Claude because, ideally, I wanted the system to write the paper for me. I

inserted the following into Claude:



“Write me a paper describing the development of artificial intelligence from Turing to

large language model chatbots by spotlighting Ada Lovelace, Alan Turing, Claude Shannon,

John von Nueumann, and Norbert Wiener in 2,500-3,000 words. Please explore the details of the

time periods, their personalities, and how their contributions have paved the way for today’s

advanced technologies we have today like chatbots. Conclude with a brief paragraph recognizing

this exploration as just an introduction to the vast field of AI, inviting further investigation past

these fascinating individuals and their accomplishments for a deeper understanding of AI’s

evolution.” Claude was able to produce a paper using my prompt, but I disliked the dramatic

language of the output. For example, “from the ancient myths of golems and automata to the

modern marvels of language models and chatbots, this pursuit has been an enduring testament to

humanity's boundless curiosity and ingenuity.” I reiterated the prompt, adding a request for

Claude to write in the style of a smart senior in college. I loved what it produced, so the next step

was fact-checking and adding my own touches.

The paper below takes you on a journey of AI through the lens of a smart college senior’s

narrative, enriched by the insights of an actual college senior.

The quest to create intelligent machines has been an obsession for mathematicians,

scientists and thinkers for decades. While it seems like a modern concept, the origins of artificial

intelligence (AI) can be traced back to pioneers and visionary minds of the 19th, who laid the

crucial groundwork. This paper explores some of the key individuals - Ada Lovelace, Alan

Turing, Claude Shannon, John von Neumann, and Norbert Wiener - whose contributions were

essential in progressing towards advanced AI systems like the chatbots we have today.

Ada Lovelace was a poet's daughter who had a brilliant mathematical mind. In the 1840s,

Ada Lovelace collaborated with inventor Charles Babbage on his proposed Analytical Engine.



While just a concept then, her notes outlined algorithms showing that machines could follow

rules and manipulate not just numbers, but symbols and information too. This was a pioneering

realization about the potential for computer programming over 100 years before modern

computers existed. Lovelace was born into an aristocratic household with an academic

upbringing from her mother. But she clearly had immense creative brilliance, no doubt inherited

from her father. This was reflected in her unique vision for machines processing data and

symbols according to instructions - the basis of software coding. She was centuries ahead of her

time in envisioning the possibilities.

If Lovelace planted the earliest seeds of ideas, the man considered the father of AI is

Alan Turing. This British mathematician changed the game with several groundbreaking papers

in the 1930s. His 1936 paper introduced the concept of a universal computing machine, known

as the Turing machine, which became the model for digital computers. He showed there were

limits to what machines could compute, now known as the Halting Problem. During World War

II, Turing's code breaking work at Bletchley Park cracking the Nazi Enigma code demonstrated

the potential of computing and laid the foundations for electronic computers. His 1950 paper

introduced the Turing Test for evaluating intelligent machine behavior - a key benchmark in AI

development to this day. In this paper, Turing argued that if the output of these machines is

indistinguishable from the human brain, then why are we not considering these machines to be

engaged in thought processes. Essentially, he believed that machines could potentially exhibit

human-like intelligence. Turing was an eccentric genius who made monumental contributions

despite facing severe prejudice and injustice due to antiquated laws at the time. It is believed his

cause of death was by eating a poisoned apple, which many speculate was the inspiration for



Steve Jobs’ Apple logo. His perseverance in pursuing unconventional ideas paved the path for

modern computing and AI as we know it.

While Turing explored the theoretical foundations of computing, another genius named

Claude Shannon laid the groundwork for understanding data transmission and information theory

- an equally crucial domain for AI development. The Michigan-born Shannon is best known for

establishing the field of information theory (Brooks). His revolutionary 1948 paper, “A

Mathematical Theory of Communication”, introduced key concepts like entropy and established

principles for quantifying and transmitting data efficiently. Shannon's insights into the

mathematical underpinnings of information were instrumental in the rise of digital circuits, data

compression, cryptography and communications technology. His work on encoding data for

error-free transmission was pivotal for the increasingly data-hungry AI systems we use today. In

the 1950s, according to Forbes, Shannon was involved in one of the first experiments involving

artificial intelligence. He created a robotic mouser named Theseus that was able to move around

a maze and then remember where in the maze it had been. From there, he went on to build robots

that played chess and juggled. He believed that computers in the future would be “picking our

stocks and beating our chess grandmasters” (Forbes), which has become true. Shannon had an

eccentric flair too - he was known to juggle while riding a unicycle around the halls of Bell Labs

where he worked. While his character quirks livened things up, his brilliant mind tackled

challenges that enabled the digital information age and data processing fields so vital for AI.

Years before Claude Shannon was inventing the future, an Austro-Hungarian child

prodigy, the polymath John von Neumann, made breakthroughs across fields like quantum

physics, economics and computer science. But his seminal contribution was establishing the

architecture at the heart of digital computers. Von Neumann's 1945 paper outlined a computer



design with a central processing unit, memory to store data and instructions, I/O channels and a

control unit. This logical structure, dubbed the "von Neumann architecture", became the

conceptual blueprint followed by virtually all computers since then. In addition to this pioneering

framework for computational hardware design, von Neumann also explored mind-bending

concepts like cellular automata and self-replicating systems that foreshadowed later complexity

theory and AI system structures. His expansive vision for computation extended far beyond just

hardware schematics. Von Neumann's work enabled computer engineering to flourish, scaling up

the very machines that would eventually have enough power and memory to run complex AI

software efficiently. He set the stage for the physical computational might needed for

applications like language models. According to many publications, John Von Neumann is

considered the father of the technology behind artificial intelligence alongside Alan Turing

(Council of Europe).

While others focused on the theoretical or technical sides, Norbert Wiener was a brilliant

MIT mathematician who stepped back to examine intelligent systems more holistically - in both

machines and living beings. Wiener pioneered the metaphysical field of cybernetics, the study of

communication and control across machines and biological organisms. His 1948 book

"Cybernetics" coined the term for this multidisciplinary subject looking at similarities in how

information flows through different complex systems. By finding commonalities between circuit

networks and neural networks, Wiener established the crucial study of feedback loops and

system analysis that became pivotal for AI development. His perspectives on information flow,

signal processing and homeostatic principles unified knowledge from different domains. More

philosophically, Wiener explored ethical issues surrounding rapidly evolving technologies like

AI. His paper “Some Moral and Technical Consequences of Automation” warned about the



dangers of unchecked automation and loss of human control that ring true today as we reckon

with the implications of powerful AI systems.

I find Norbert Weiner’s insights into the potential and pitfalls of technology like AI to be

very interesting. He wrote extensively about ancient fables to explain the relationship between

humans and advanced technology. In a draft that was turned down by The New York Times he

wrote, “We can be humble and live a good life with the aid of the machines, or we can be

arrogant and die.” Another example Weiner used to drive his point was from a fable by the

German Poet Goethe, titled “The Sorcerer’s Apprentice.” This was another powerful metaphor

that illustrates the potential of a machine to spiral out of control. In this tale, a magician puts a

spell on a broom to fetch water for a bath, but then the magician becomes powerless to stop the

broom. The broom does not have common sense, so it doesn't realize when to stop and the room

floods because the broom keeps bringing the water. This story, as highlighted by Weiner and

cited in the Economist, serves as a reminder of the importance of wielding technological power

with wisdom and foresight. It urges us to look past the success of these machines, and to deeply

consider the consequences of the capabilities of machines. Weiner’s warnings made me want to

understand more about the dangers of AI and if any of the other individuals I discuss in this

paper thought about the potential negatives of such technology.

In my research, I found that Ada Lovelace did not think about the negative potential of

machines because she never thought they would get to the point of originating anything on their

own. In her ‘Notes’ she says “The analytical engine has no pretensions whatsoever to originate

anything. It can do whatever we know how to order it to perform.” (Ada Lovelace, taken from

Walter Isaacson’s lecture on 1/18/24). She did not fully understand the power of machines that

would come. While Alan Turing advocated for machines as tools to enhance human abilities, he



also acknowledged their potential to surpass human capabilities, warning of their capacity to

“take control”’ and “outstrip our feeble powers.” (The New Yorker). Claude Shannon, however,

appeared less concerned about machines rendering humans irrelevant. In a 1990 profile by John

Horgan, Shannon expressed his perspective, suggesting while machines could solve numerous

problems and alleviate menial labor, he was not worried about them seizing control. He

remarked, “If you are talking about machines taking over, I’m not really worried about that. I

think as long as we build them, they won’t take over” (Shannon, John Horgan). John Von

Neumann in his paper “Can We Survive Technology,” emphasized the importance of human

judgement in navigating the risks of AI. He stated, “any attempt to find automatically safe

channels for the present explosive variety of progress must lead to frustration. The only safety

possible is relative, it lies in an intelligent exercise of day-to-day judgement” (Von Neumann,

Can we Survive Technology). Norman Weiner voiced significant concerns and warnings about

the creation of powerful technologies. I find myself agreeing with his concerns. Reflecting on the

future, I am worried about machines exceeding our control.

While the individuals above made immense headway from the 1800s through the

mid-1900s, there was still a long runway of computational advances needed before their

visionary ideas could fully manifest into sophisticated AI. Each pioneer contributed a vital piece

- whether establishing theoretical possibilities, hardware architectures, efficient data encoding or

a holistic study of intelligent systems. Lovelace kicked it off by realizing symbolic logic could be

mechanized. Turing created the model for software execution and a barometer for machine

intelligence. Shannon enabled digital communications and data processing. Von Neumann built

the engine room for computing hardware. And Wiener provided the systemic viewpoint for

examining AI agents in context. Their collective breakthroughs formed the foundational layers



for technologies like natural language processing (NLP), neural networks and the

hardware/software infrastructures to run advanced AI programs. Over decades of compounding

advancements since their early work, we've arrived at systems like Claude - an AI assistant

created by Anthropic that can engage in extended dialogue, answer questions, and help with

analysis and tasks to an impressive degree. Claude and other large language models like

ChatGPT demonstrate how far AI capabilities have come, by combining all the theoretical

groundwork with modern software, computational power and immense training data. We're now

at the point where machines can parse human language with context, access broad knowledge

reserves, and generate remarkably coherent and thoughtful responses. This progression from

early pioneers to modern generative AI systems was only possible by building upon the

fundamental concepts and innovations explored many decades ago by forward-thinking

individuals who dared to imagine what intelligent machines could become. As amazing as

chatbots are today, they still have major limitations and potential dangers - and represent just one

facet of a vast and rapidly evolving AI landscape. We're merely at the beginning of this

technological revolution.
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