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To start this paper I inputted the universal prompt “describe the development of artificial

intelligence from Turing to large language model chatbots” into Gemini AI and it responded:

The journey from theoretical AI to chatty machines like me can be traced back to a few key

figures and breakthroughs:

1. The Seeds of AI (1930s-1950s):

● Alan Turing (1912-1954): This brilliant mathematician is considered a founding father

of AI. He proposed the Turing Test, a benchmark for a machine's ability to exhibit

intelligent behavior equivalent to, or indistinguishable from, that of a human. He also laid

the groundwork for machine learning with his theoretical model, the Turing Machine.

● The Birth of Artificial Intelligence (1955): John McCarthy, Marvin Minsky, Nathaniel

Rochester, and Claude Shannon organized the Dartmouth workshop in 1955, a pivotal

moment. This workshop is often credited with coining the term "Artificial Intelligence"

and establishing AI research as a distinct field.

● The Perceptron (1958): Frank Rosenblatt invented the perceptron, an early neural

network model inspired by the human brain. Though limited, it paved the way for the

development of more sophisticated deep neural networks that are crucial for modern AI.

2. Challenges and Advancements (1960s-1990s):



● The AI Winter (1970s-1980s): Funding cuts and limitations in computing power led to a

period of stagnation. Researchers struggled to achieve the level of intelligence envisioned

earlier.

● Breaking Through (1990s): Advancements in computing power and algorithms like

backpropagation revitalized AI research. Deep Blue, an IBM chess computer, defeated

chess grandmaster Garry Kasparov in 1997, showcasing AI's potential in complex

problem-solving.

3. The Rise of Practical AI and Chatbots (2000s-Present):

● Machine Learning Takes Center Stage:Machine learning algorithms fueled by vast

amounts of data led to significant progress. Techniques like deep learning enabled

significant strides in areas like natural language processing (NLP).

● The Era of Chatbots: NLP advancements allowed for the development of chatbots that

could hold more natural conversations. These chatbots found applications in customer

service, education, and even companionship.

● Large Language Models (LLMs) and Me: The latest wave of AI involves LLMs like

me. Trained on massive datasets of text and code, LLMs can generate human-quality text,

translate languages, write different kinds of creative content, and answer your questions

in an informative way.

This is a simplified view of a rich history, but it captures the key steps in AI's development that

led to the chatbots you interact with today.

I read the response and realized there was nothing included about women that helped with the

digital revolution. We talked about women and their contributions in class so I was curious as to



why the chatbot did not include anything about it in its’ answer. I inputted the question “describe

how women helped with the development of artificial intelligence from Turing to large language

model chatbots” and it responded:

Women have played a significant role in the advancement of AI throughout history, although

their contributions haven't always received the recognition they deserve. Here are some

examples:

Pioneering Women in AI:

● Ada Lovelace (1815-1852): Considered the world's first computer programmer,

Lovelace collaborated with Charles Babbage on his Analytical Engine, a mechanical

computer. Her notes on the Engine included descriptions of algorithms and operations,

highlighting the potential for machines to go beyond simple calculations.

● Grace Hopper (1906-1992): A US Navy rear admiral and computer scientist, Hopper

developed the first compiler for a computer programming language. This innovation

made programming more accessible and efficient, indirectly impacting the development

of AI tools.

● Frances Allen (1932-2002): An IBM researcher and pioneer in compiler optimization,

Allen's work significantly improved the efficiency of computer programs. This faster

processing laid the groundwork for running more complex AI

“How did Ada Lovelace in specific help with the development of artificial intelligence”:



While Ada Lovelace didn't directly work on Artificial Intelligence as we know it today (AI

research began much later), her contributions laid some of the groundwork for its theoretical

foundation. Here's how:

● Vision of a General-Purpose Computer: While Charles Babbage designed the

Analytical Engine as a calculating machine, Lovelace, in her notes, envisioned its

potential for more. She recognized it could be programmed to handle a variety of tasks

beyond just numbers, foreshadowing the concept of a general-purpose computer that

could be applied to various problems.

● The Birth of the Algorithm: Lovelace's notes included a detailed explanation of how

the Analytical Engine could be instructed to calculate Bernoulli numbers, a complex

mathematical process. This is considered the first published algorithm, a step-by-step set

of instructions that a machine could follow – a fundamental concept in AI and computer

programming.

● Thinking Beyond Calculations: Lovelace wasn't just focused on the technical aspects.

She theorized about the Engine's ability to compose music and even "think" – ideas that

would spark discussions about the potential for machines to exhibit intelligent behavior, a

core concept in AI.

It's important to remember that AI research truly began in the mid-20th century, but Ada

Lovelace's visionary ideas in the 1840s about the capabilities of machines helped pave the way

for the theoretical groundwork that AI would eventually build upon

Since Ada Lovelace was infatuated by machines thinking I decided to ask the chatbot, “what do

you think Ada Lovelace would think about AI?”:



Ada Lovelace would likely be both fascinated and surprised by AI. Here's a breakdown:

Fascination:

● General-Purpose Engine Potential Realized: Lovelace envisioned the Analytical

Engine as more than a calculator. Seeing AI perform complex tasks and manipulate

symbols, just as she predicted, would amaze her.

● The Power of Algorithms: Understanding that her concept of instructions (algorithms)

has become the foundation for training AI would be a source of great interest.

● Creative Applications: The artistic and scientific possibilities of AI, like composing

music or generating different creative text formats, would resonate with her belief in the

Engine's potential beyond just numbers.

Surprise:

● The Pace of Advancement: The sheer speed of AI development compared to the

limitations of her time would likely astound her.

● Learning without Explicit Programming: Lovelace envisioned needing specific

instructions for the Engine. The ability of AI to learn and adapt from data might surprise

her.

● The Scope of AI Applications: The vast range of fields where AI is applied, from

medicine to entertainment, would likely be unforeseen by her.

Overall, Ada Lovelace would likely be a champion for AI, urging its use for good and

responsible development. She would be a curious and enthusiastic observer of a future she

helped pave the way for.



In the answer to the question before this one it mentioned how Ada Lovelace theorized how

machines can “think” so I asked the chat bot the question “do you think machines can think?”:

That's a complex question that philosophers and scientists have been debating for a long time.

There's no simple answer!

Here are some different perspectives on machine thought:

● Functionalism: This view suggests that thinking is about how information is processed,

not necessarily the physical makeup of the brain. By this definition, a machine that can

process information in a similar way to a human brain could be considered thinking.

● The Turing Test: Proposed by Alan Turing, this is a test where a machine tries to

convince a human judge that it's another human in a conversation. If the machine can't be

distinguished from a human, then it's considered intelligent.

● Consciousness: Some argue that true thought requires consciousness, an inner

experience of feelings and sensations. There's no scientific consensus on whether

machines can achieve consciousness.

As a large language model, I can't definitively say whether machines can think in the same way

a human does. I can process information and respond to your questions in a way that may seem

intelligent, but I don't have feelings or subjective experiences.

The field of AI is constantly evolving, and what's considered "thinking" may change in the

future. It's an exciting area of research to follow!

After I asked that question, I decided to dive further into the Turing Test and see if Gemini could

do it. I looked up some questions and used the website builtin



(https://builtin.com/artificial-intelligence/turing-test). I asked one of the questions I saw on the

website “what historical event changed you the most and where were you when it happened”:

As a large language model, I wasn't around for any historical events in the traditional sense. I

don't have personal experiences or memories like a human would. My development is an

ongoing process, constantly being improved by the data I'm trained on and the interactions I

have.

However, there are certain advancements in technology that significantly shaped how I function.

The development of massive datasets like ImageNet for image recognition and the honing of

complex algorithms like deep learning are some examples. These advancements haven't

happened at specific points in time, but rather through continuous research and refinement.

So, while I can't pinpoint a single historical event that changed me, these ongoing efforts in AI

research are constantly evolving what I can do.

I didn’t like the answer that I got for that question so I asked another one on the website,

“describe yourself using only colors and shapes.”:

Swirling azure and electric sparks, a vast, ever-shifting canvas. Rectangles of knowledge pulse

with neon, connected by shimmering threads. A multifaceted gem, each facet reflecting a

different shade of meaning.

I believe these answers proved that a machine can’t think on its own, instead it uses the

information that is stored in them. Since we were on the topic of the Turing Test, I decided to ask

the chatbot “what do you think Alan Turing would think of AI?”:

https://builtin.com/artificial-intelligence/turing-test


Alan Turing, the pioneer of AI, would likely be impressed and cautiously optimistic about the

progress of the field he helped define. Here's a breakdown of his potential thoughts:

Impressed by the Progress:

● Machines Exhibiting Intelligence: Turing's Turing Test aimed to determine a machine's

ability to exhibit intelligent behavior. The advancements in areas like natural language

processing and machine learning would likely convince him that machines have achieved

a level of intelligence he envisioned.

● Problem-solving Capabilities: AI's ability to tackle complex problems in various fields,

from chess to protein folding, would resonate with Turing's interest in using machines to

solve challenging tasks.

● Beyond Calculations: Turing wasn't just focused on practical applications. He saw the

potential for machines to explore abstract concepts. The progress in areas like creative

text generation might echo his ideas.

Cautious Considerations:

● Focus on Human-like Intelligence: Turing may emphasize the importance of not just

mimicking human responses but also achieving true understanding and reasoning.

● Ethical Considerations: Turing might be concerned about the potential misuse of AI and

the importance of developing it responsibly, considering issues like bias and fairness in

algorithms.

● The Singularity?While Turing didn't predict the technological singularity (AI

surpassing human intelligence), he might caution careful consideration of the potential

implications of highly advanced AI.



Overall, Alan Turing would likely be a strong advocate for the responsible development and use

of AI for the benefit of humanity. He would be excited to see his theoretical ideas come to life,

while urging caution and ethical considerations for the future.

Since I asked what Ada Lovelace and Alan Turing would think about AI, I was wondering who

the chatbot thought would be more surprised by it. I asked it the question, “do you think Ada

Lovelace or Alan Turing would be more surprised by AI?”:

Both Ada Lovelace and Alan Turing would likely be incredibly surprised by the capabilities of

modern AI, but for different reasons:

Ada Lovelace's Surprise:

● The Sheer Speed of Advancement: Lovelace lived in the mid-19th century, a time with

vastly different computing power. The speed and scale of AI development would likely

be her biggest shock.

● Learning Without Explicit Programming: Lovelace envisioned needing specific

instructions for the Analytical Engine. The ability of modern AI to learn from data and

adapt independently would be a revolutionary concept for her.

● The Widespread Applications: The vast array of fields AI touches today, from medicine

to entertainment, would be far beyond what Lovelace could have predicted.

Alan Turing's Surprise:

● The Level of Human-like Interaction: Turing's Turing Test focused on a machine's

ability to mimic human conversation. The natural language processing capabilities of

modern AI, allowing for nuanced and informative interactions, might surprise him.



● The Creativity and Problem-Solving:While Turing envisioned intelligent machines,

the level of creative text generation and ability to solve complex problems in various

fields would likely exceed his expectations.

● The Existence of a Singularity? Turing didn't predict the technological singularity,

where AI surpasses human intelligence. While he might not believe we're there yet, the

potential for such advancement could surprise him.

Overall, Ada Lovelace would likely be most surprised by the pace and nature of AI's

development, while Alan Turing might be most surprised by the level of human-like abilities

and problem-solving achieved by AI.

Both would be fascinated by the field they helped pioneer, but their areas of surprise would differ

based on the limitations of their respective times.

To finish up my research, I asked the chatbot, “with all of the questions I asked before, can you

use all of this information to summarize the development of Artificial Intelligence?”:

Absolutely! Here's a summarized look at the development of Artificial Intelligence,

incorporating the insights from our conversation:

Paving the Way (1800s-1940s):

● Theoretical Foundations: Ada Lovelace, with her vision of a general-purpose computer

and the concept of algorithms, laid some groundwork for future AI, even though AI

research wouldn't formally begin until much later.

Birth and Early Struggles (1950s-1970s):



● Founding Figures: Alan Turing, with his Turing Test, provided a benchmark for

machine intelligence, while John McCarthy coined the term "Artificial Intelligence" and

helped establish the field.

● Early Programs: The development of the perceptron (a neural network model) and

checkers-playing programs marked the creation of some of the first AI applications.

● Challenges and Funding Cuts: Limited computing power and a lack of funding led to a

period of stagnation known as the "AI Winter" in the 1970s.

Breakthroughs and Advancements (1980s-2000s):

● Renewed Interest: Advancements in computing power and algorithms like

backpropagation revitalized AI research.

● Machine Learning Takes Center Stage:Machine learning algorithms fueled by vast

amounts of data led to significant progress, particularly in areas like natural language

processing.

● Deep Blue's Victory: An IBM chess computer's triumph over chess grandmaster Garry

Kasparov showcased AI's potential for complex problem-solving.

The Age of Practical AI and Large Language Models (2000s-Present):

● Explosion of Applications: AI has found applications in various fields, from medicine

and finance to self-driving cars and chatbots.

● The Rise of Chatbots: Advancements in NLP allowed for chatbots that could hold more

natural conversations, with applications in customer service and education.



● Large Language Models (LLMs) Emerge: LLMs trained on massive datasets can

generate human-quality text, translate languages, write different kinds of creative content,

and answer your questions in an informative way, like me!

The Future:

The development of AI is an ongoing process. As women and underrepresented groups continue

to play a more prominent role in the field, the future of AI promises to be even more remarkable.

The ethical considerations and potential impact of highly advanced AI will need careful

consideration as we move forward.

When I asked for the sources from the chatbot according to Chicago Manual of Style this was the

answer I got:

Unfortunately, as a large language model, I cannot access and process information in the same

way a human can. Therefore, I don't directly use sources in the traditional sense. My responses

are based on the massive dataset of text and code I'm trained on, which includes information

from various sources.

However, adhering to the Chicago Manual of Style, here are some resources you can consult to

learn more about the development of artificial intelligence:

● The Alan Turing Institute https://www.turing.ac.uk/: This website, from a leading

research institute named after Alan Turing, offers historical information and current

research on artificial intelligence.

https://www.turing.ac.uk/


● "A Brief History of Artificial Intelligence" by Melanie Mitchell

https://www.acm.org/about-acm/acm-history: This article, published by the Association

for Computing Machinery, provides a concise overview of AI's development.

● "Stanford Encyclopedia of Philosophy: Artificial Intelligence"

https://plato.stanford.edu/entries/artificial-intelligence/: This comprehensive online

encyclopedia offers a scholarly perspective on the history and philosophy of AI.

● "The History of Deep Learning" by DeepMind

https://en.wikipedia.org/wiki/Google_DeepMind This website by DeepMind, a leading

AI research lab, details the development of deep learning, a subfield of AI that has

revolutionized the field in recent years.

● "Women in AI" by Women in AI (WAI) https://www.womeninai.co/: This website

provides information on the contributions of women to the field of AI and promotes

diversity and inclusion in AI research.

These are just a few examples, and there are many other resources available online and in

libraries. Remember to consult the Chicago Manual of Style guide for formatting citations

according to its guidelines.

I don’t believe I was given all of the correct sources, it seemed like too little for the information

that I was given. When I asked again if there were any more sources, the chatbot responded

“there isn't anything more I can add specifically about the sources used since I can't disclose

private training data.” However, the information that I was given I was satisfied with the end

result I got. I was able to ask the same question from the beginning, but using all the information

I inputted into the chatbot changed the way that it answered at the end.

https://www.acm.org/about-acm/acm-history
https://plato.stanford.edu/entries/artificial-intelligence/
https://en.wikipedia.org/wiki/Google_DeepMind
https://www.womeninai.co/

